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Introduction

Parkinson’s disease (PD) is regarded as a progressive and irreversible disease which has no permanent cure. The current treatments mainly focus on decelerating the progression of the disease, controlling its symptoms, and improving the quality of life of the patients [1]. PD is a neurodegenerative disease characterized, in part, by the death of dopaminergic neurons in the substantia nigra (SN) pars compacta [2]. Dopamine which transmits neural signals from the substantia nigra to the striatum, is secreted by dopaminergic neurons of the midbrain in the mammalian central nervous system [3]. The SN is a basal ganglia structure located in the midbrain that plays an important role in movement [4]. Neural signals balance the body movement while other responsible centers for controlling body movement act irregularly by the destruction of dopaminergic neurons in the SN. Clinical symptoms of PD appear in advanced stages with the destruction of 80% of the dopaminergic neurons [5]. DBS is considered as one of the effective invasive methods used for treating advanced PD. Deep stimulation of certain areas of the brain aims to treat therapy-resistant and passive movement disorders [6,7]. In fact, DBS is generated by a system, the electrodes of which are mainly implanted in a region of the brain called the subthalamic nucleus (STN) by a complex surgery, and thus it can reduce the effects of the disease and improve the patient’s state by applying DBS. Despite the apparent effect of DBS on neurological diseases, especially PD, this method still needs to be optimized in order to be more effective in treating the disease. The current trend of DBS is
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ABSTRACT

Deep brain stimulation (DBS) is an invasive method used for treating Parkinson’s disease in its advanced stages. Nowadays, the initial adjustment of DBS parameters and their automatic matching proportion to the progression of the disease is viewed as one of the research areas discussed by the researchers, which is called closed-loop DBS. Various studies were conducted regarding finding the signal(s) which reflects different symptoms of the disease. Local Field Potential (LFP) is one of the signals that is suitable for using as feedback, because it can be recorded by the same implemented electrodes for stimulation. The present study aimed to identify the distinguishing features of patients from healthy individuals using LFP signals.

Methods: In the present study, LFP was recorded from the rats in sham and parkinsonian model groups. After evaluating the signals in the frequency domain, sixty-six features were extracted from power spectral density of LFPs. The features were classified by Support Vector Machine (SVM) to determine the ability of features for separating parkinsonian rats from healthy ones. Finally, the most effective features were selected for distinguishing between the sham and parkinsonian model groups using a genetic algorithm.

Results: The results indicated that the frequency domain features of LFP signals from rats have capacity of using them as a feedback for closed-loop DBS. The accuracy of the Support Vector Machine classification using all 66 features was 80.42% which increased to 84.41% using 38 features selected by genetic algorithm. The proposed method not only increase the accuracy, but it also reduce computation by decreasing the number of the effective features. The results indicate the significant capacity of the proposed method for identifying the effective high-frequency features to control the closed-loop DBS.

Conclusions: The ability of using LFP signals as feedback in closed-loop DBS was shown by extracting useful information in frequency bands below and above 100 Hz regarding LFP signals of parkinsonian rats and sham ones. Based on the results, features at frequencies above 100 Hz were more powerful and robust than below 100 Hz. The genetic algorithm was used for optimizing the classification problem.
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based on open-loop structure and fixed stimulation parameters. Therefore, rapid clinical symptom variations and motor fluctuations of PD patients are approximately uncontrollable and thus different studies have recently been conducted to identify closed-loop DBS systems [8]. In closed-loop DBS, stimulation is applied in a manner compatible with the patient’s state including the physical activity, body position, sleep/awakening cycle, and the overall progression of disease using one or more feedback signal(s) which represent the state of the system. While, in open-loop DBS, the stimulator is permanently performed by fixed parameters regardless of the patient’s state. At present, initial stimulation settings are normally performed by the skilled neurologist after the implantation of DBS electrodes and then reprogramming is possibly conducted six months after reaching the convincing results [9]. In open-loop stimulation method, the stimulation parameters are subsequently performed manually and only during periodical of 3–12-month programmed visits and DBS settings remain unchanged between these periods, though, the patient experiences an unpleasant event or fluctuation [8]. Accordingly, adaptive system is presented to solve this problem, which includes a simple closed-loop model in which the patient’s clinical status is reflected by measurable biomarker and then new stimulation settings are generated and transmitted to the smart implanted pulse generator. The selection of an optimal control variable (biomarker) for providing feedback is regarded as the most essential issue in a closed-loop system [8]. There is no need to complete the programming period since closed-loop DBS stimulator can automatically adapt the DBS settings to the patient’s state. This is of great importance, especially for patients who are away from DBS specialized medical centers [10]. Selecting one or more signal(s) to be used as feedback for the system is the first step in creating a closed-loop system. To this end, it is noteworthy that the electrodes, pulse generator, and the extension should be implanted in the body during the DBS surgery while none of them should be physically available after the surgery. In addition, the signal which is taken into account as the feedback should have the ability to reflect the patient’s condition toward the system so that to adjust the control parameters accordingly. So far, researchers have utilized various signals to respond to the patient’s condition. Action potentials (APs), ECoGs, LFP, and electroencephalogram (EEGs) are examples of electrophysiological biomarkers used in closed-loop DBS systems [11]. LFP is an electrophysiological signal which is the entire temporal-spatial action potential of several adjacent neurons in a small volume of the nerve tissue. LFP signals can be recorded by the implanted microelectrode for DBS, which reflect the synchronized presynaptic and postsynaptic activity of a collection of local neurons that oscillate in response to the patient’s clinical state [12]. Priori et al. [13] proposed the first overall structure for closed-loop DBS system.

Among the available feedbacks, the beta-band oscillations from the LFP signal are mostly used [14–17]. Basu et al. [18] utilized the electromyography signal as feedback. Additionally, Kent et al. [19,20] evaluated the characteristics of direct response of the tissue to stimulation employing electrically evoked compound action potentials to the brain of the cat while Gmel et al. [21] used the same signals in the brain of the human being. Gmel et al. [22] used a new signal as a biomarker and recorded the responses which were evoked through the implanted electrodes in the brain of two patients.

Research over the past fifteen years has emphasized that the measured LFP obtained from the STN neurons oscillations can be utilized as the control variable [15,16,23–32]. The fact that LFP signals are simply measured using an electroencephalogram amplifier which is connected to a single contact (mono-polar recording) or two contacts (bipolar recording) in DBS implanted electrodes, is the first reason that LFP is applied as a feedback biomarker for controlling closed-loop DBS [33]. Additionally, the current evidence supports the hypothesis of the dependence of LFP changes on behavioral and cognitive functions. Accordingly, using LFP in closed-loop DBS can control the unwanted changes in the involved oscillations of such functions and reduce the complexity of non-motor cognitive and behavioral impairments [8].

The present study attempted to find biomarkers and looked into their potential in order to develop the closed-loop feedback system. LFP signal of rats were used as a control signal in this research, thus rats preparation for data recording and preprocessing will be described in the following. Processing methods on recording LFP signals will be elaborated next, and selected features from LFP signals which are shown to be remarkably potent will be introduced ultimately.

Materials and methods

Data acquisition

The present study was implemented on 33 male rats (25 Parkinsonian rat model and 8 sham rats) with a weight of 250–330 g in the laboratory center of Shahed University. The animals were kept in a controlled in vitro environment with sufficient food and water at an average temperature of 21 ± 2°C and a 12:12 h light–dark cycle. The rats were first anesthetized by injecting ketamine at a dose of 80 mg/kg, i.p. and xylazine at a dose of 8–10 mg/kg, i.p. The depth of anesthesia was adjusted according to the heart rate and hind leg pinch reaction. The animals were fixed in a stereotaxic frame. The skull was exposed by an incision of the scalp with a surgical blade. A burr hole was opened over the left parietal cortex by means of a mini-drill at coordinates 3 mm lateral and 0.2 mm anterior to bregma and ventrally 5 mm below the dura (Fig. 1). For development of PD model, the neurotoxin 6-hydroxydopamine (6-OHDA) was microinjected into the left striatum of rats under anesthesia. The 6-OHDA group received 5 µl of cold normal saline containing 2.5 µg/µl of 6-OHDA-HCl and 0.2% ascorbate. The same surgical operation was performed in the sham group. The sham group received intrastriatal ascorbate-normal saline solution. Four stainless steel screws were attached to the anterior frontal bone and posterior parietal bone in order to fix the dental acrylic firmly. In order to record the LFP signal, three electrodes made of Teflon-coated stainless steel wire (a bare diameter of 127 µm and a coated diameter of 203.2 µm), twisted together. Another hole was opened over the left parietal cortex by means of a mini-drill. Twisted electrodes were implanted (at 3.6 mm posterior and 2.5 mm lateral, and ventrally 8 mm below the dura (Fig. 1)) and then fixed to telecom connector with telecom pins and secure in the surgery site by the dental acrylic.

After two hours of surgical operations including microinjections (6-OHDA-saline), the electrode implantation and fixation, and recovery from anesthesia, the animals were transferred to rat room. Further, a week after the surgery, the 6-OHDA-lesioned rats were injected with apomorphine to ensure model establishment. Fig. 2 shows the surgical process step-by-step. Ethical approval was obtained from the local
ethics committee of Shahed University with code of IR.SHAHE-D.REC.1398.039.

After one week following verification of model establishment, three implemented electrodes were used for stimulating and recording the signal with respect to the ground electrode which was attached to one of the screw fixed in skull of the rat. The Electromodule R12 Stimulator (Science beam Company) was utilized to simultaneously stimulate DBS and record the LFP signal. The stimulation current was applied to the brain of the rat as a pulse wave (monophasic) with adjustable stimulation parameters as frequency, amplitude, pulse duration, and number of pulse repetition per second. The interval of the applied stimulation parameters is provided in Table 1.

Fig. 3 shows the complete scheme of this study. The LFP signal from the STN of the rats was recorded in three conditions encompassing the recorded LFP signal from the rat brain in the sham group, the LFP signal from 6-OHDA rat models with no stimulation (Off-Stimulation), and the recorded LFP signal from the 6-OHDA-lesioned rats after the stimulation.

According to the parameters in Table 1 a total of 1861 different stimulation conditions were applied to the 6-OHDA-lesioned rats and their LFP signals were recorded and processed (stimulation group). Additionally, the LFP signal of the sham group was recorded on several days and hours. In the Off-Stimulation group, the signals were first recorded from 6-OHDA-lesioned rats before performing any stimulation to the rats.

The recorded dataset was the LFP of neural activity around the recorded electrodes with respect to the reference electrode, that is, the wire which was attached to the skull of the rat. These signals were recorded and stored on the computer by the recorder, which was connected to the computer, and then converted to the format which could be processed by Matlab software. The idea of recording signals in sham, Off-Stimulation, and stimulation groups was derived from a rational expectation regarding improving the motor parameters of the Parkinsonian patients after receiving deep brain stimulation. It was expected that the extracted features from the signals of stimulation group get closer to the obtained features of the sham group. The recorded signals obtained from the Off-Stimulation group aimed to help to find features which make a significant distinction between the sham group and 6-OHDA-lesioned rats. In addition, the stimulation parameters alteration in the stimulation group simultaneously leads to the proximity of its features to those in the sham group. Therefore, features with 2 characteristic are of great significance: 1) significantly different from between sham and Off-Stimulation groups and 2) the extracted features in the stimulation group should involve the features of the two previous groups. In other words, attempts were made to demonstrate that Parkinson’s disease disrupts the generated brain signals, and stimulation leads to a change in brain signal characteristics, which is related to various stimulation parameters. Further, some of these stimulation parameters are more able to close the measured features of the stimulation group to the desired features of the sham group. In fact, this stimulation protocol makes the state of Parkinson’s rat model close to the healthy rat. Fig. 4 illustrates an example of the recorded signals in the three groups under investigation.

LFP signal preprocessing

Fig. 4 display the data samples in three different groups. These data are raw and require initial processing for further investigation. The frequency domain analysis of the brain signal is considered as one of the selected topics in studies related to patients with PD. Furthermore, beta-band oscillations in the LFP signal have been previously used as a biomarker in PD. Therefore, in the present study LFP signals at a sampling rate of 10 kHz were evaluated in the low-frequency band; below 100 Hz and high frequency band; above 100 Hz. A Chebyshev

<table>
<thead>
<tr>
<th>Stimulation Parameter</th>
<th>Variation Interval</th>
<th>Variation Resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>110–150 (Hz)</td>
<td>5 (Hz)</td>
</tr>
<tr>
<td>Amplitude</td>
<td>1, 10, 20–300 (µA)</td>
<td>20 (µA)</td>
</tr>
<tr>
<td></td>
<td>(extending the range to the point that the side effects are detected)</td>
<td></td>
</tr>
<tr>
<td>The duration of pulse</td>
<td>20–100 (µs)</td>
<td>20 (µs)</td>
</tr>
<tr>
<td>The number of pulse</td>
<td>10–70</td>
<td>20</td>
</tr>
<tr>
<td>repetition</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 2. Surgical procedures, electrode implantation and telecom pins fixations are shown from 1 to 9 subsequently.
(Type-I) high- and a low-pass filters were employed to separate the high frequency band (above 100 Hz) and low frequency band (below 100 Hz) of signals respectively. Also a Notch filter was used to eliminate the noise of 50 Hz mains power. Further processing was separately applied to the filtered data.

**Power spectrum analysis**

The Fourier transform was utilized for both high- and low-frequency band of datasets in order to transfer the data from the time domain to the frequency domain, the result of which is shown in Fig. 5 for datasets in sham and Off-Stimulation groups.

The results demonstrate lower amplitude range of high frequency signals compared to the low frequency band, and the large number of local maxima in the Fourier transform of the dataset in both high and low frequency, indicating that the results cannot be generalized to all datasets. Therefore, the power spectrum of the signals was obtained to comprehensively analyze and smooth the dataset frequency information. After applying preprocessing, in order to comprehensively analyze the data and display the overall frequency activity in sham and Off-Stimulation groups power spectral density (PSD) was obtained in low- and high-frequency using the Burg and MUSIC methods, respectively. The results of power spectrum extraction are depicted in Fig. 6.

The following features were extracted after obtaining the PSD of all signals.

The extracted features related to the power spectrum of low-frequency signals were as follows:

1. The amplitude of seven local maxima available in the power spectrum, sorted by the largest one;
2. The normalized amplitude of seven local maxima available in the power spectrum, sorted by the largest one;
3. The location of occurrence of seven local maxima (frequency of each local maximum);
4. The amplitude of seven local maxima available in the power spectrum, ranked based on occurrence (seven low frequencies);
5. The location of occurrence of seven local maxima in stage four;
6. The number of local maxima, the amplitude of which is greater than 1/14 of the total maximum;
7. The average of the normalized power spectrum amplitude;
8. The area under PSD curve (signal energy).

Thus 38 and 28 features were extracted from low- and high-frequency domains of the datasets respectively, and a total of 66 features were obtained from each signal. Considering the best features make the most distinction between the sham and Off-Stimulation groups, feature selection methods are needed to select best mixture of features and an appropriate classifier is required to best classify sham and Off-Stimulation groups. Based on various trials, the current study used the genetic algorithm (GA) for feature selection and Support Vector Machine (SVM) for classification as are explained in the following.

Fig. 3. The complete scheme of the present research. A) Offline processing to identify the effective features using as feedback in further closed-loop DBS system. B) Online Closed-loop DBS schematic with online processing which controls stimulator by the extracted features from offline processing.
Feature selection

Genetic algorithm

The GA is an adaptive innovative search method which is inspired by natural selection and genetic principles. GA begins with a primary population of chromosomes, each of which is a possible solution for an optimal problem and proceeds to a more optimal collection of chromosomes. Chromosomes contain continuous or discrete numerical values (strings), especially bit strings. The process of improvement is performed by three general actions including selection, crossover, and mutation. Based on the value of the fitness score, GA selects the best chromosomes from the current population, which were called parents, allowing these chromosomes to move to the next stage. Crossover indicates the combination of two chromosomes such that parents are allowed to substitute their genes together and transfer the new chromosomes, which are called the child, to the next generation. A part of this new population is created through mutation which a random change occurs in the genes of the parent in order to cover the whole population. Fig. 7 illustrates crossover and mutation operations on the chromosomes. Each chromosome has eight genes, and each gene can have a value equal to 1 or 0 (means that the feature selected or not).

Classification

In this work, two classifiers, Support Vector Machine (SVM) and Multilayer Perceptron (MLP), were compared to differentiate between the sham and patient groups. To flag problems like overfitting and selection bias, a cross-validation method was applied on data. At each stage, 30% of the observations was selected randomly as the testing data and the other remaining 70% as the training data. To achieve the average accuracy, sensitivity and specificity, the above process was repeated 10 times.

Multilayer perceptron (MLP)

The applied MLP was made of a three-layer Perceptrons. The input layer had the same number of nodes as the input’s vector length. The output layer, on the other hand, contained one node because of 2-class classification problem. Additionally, a large number of neurons in the hidden layer were examined and trained, leading us to the optimized number being 5. It is worth mentioning that the training process has solely been conducted on the training data. Once the training error has dropped to a minimum, we moved on to test the network using the testing data. In fact, never has the data network observed the testing data till selecting the optimal structure, which brings an improvement on the proper generalization of the network [34–40]. It should be noted...
Fig. 5. An example of Fourier transform on high-frequency and low-frequency data for sham and Off-Stimulation groups.

Fig. 6. An example of the power spectrum of high and low frequency datasets of both sham and OFF stimulation groups using MUSIC and BURG methods.
that the output and the hidden layer had a linear transfer function and a tangent sigmoid function, respectively. Network training proceeded until the mean value of error was less than 0.01, or the number of training iterations reached 1000.

Support Vector Machine

SVM is a well-known supervised learning model that analyzes data used for classification and regression. SVM learns a linear model which can separate the data related to both classes with the maximum margin. In problems which the data cannot be linearly separated, the data (from the N-dimensional input space) are mapped, through some nonlinear mapping, to a space with a larger dimension (M-dimensional feature space M > N), where the data classes can be linearly separated. In other words, the SVM is an extension of nonlinear models of the generalized portrait algorithm based on statistical learning theory. The goal of regression is to determine the best model from a set of models (named Estimating Functions) to approximate future values accurately. The generic support vector regression estimating function is:

\[ f(x) = \sum \alpha_i - \sum \alpha_i^* \]

where \( w \subset \mathbb{R}_n \), \( b \subset \mathbb{R} \) and \( \Phi \) is a nonlinear function that maps \( x \) into a higher dimensional space. \( W \) and \( b \) are the weight vector and bias, respectively. The weight vector \( (w) \) can be written as:

\[ w = \sum \alpha_i - \alpha_i^* \]

By substituting Eq. (1) into Eq. (2), the generic equation can be rewritten as:

\[ f(x) = \sum \alpha_i - \alpha_i^* \Phi(x_i) \cdot \Phi(x) + b \]

In Eq. (4), the function \( k(x_i,x) = \Phi(x_i) \cdot \Phi(x) \) is replaced with the dot product and is known as the kernel function and \( \alpha = (\alpha_1, \alpha_2, ..., \alpha_l) \) the vector of nonnegative Lagrange multipliers.

The choice of kernel functions and kernel parameters depends mainly on the application. Among the useful kernel functions are radial basis functions (RBFs) and polynomial kernel functions. The formulas of these kernel functions are shown below respectively:

\[ k(x_i,x) = \frac{-\|x_i - x\|^2}{2\sigma^2} \]

\[ k(x_i,x) = [(x_i \cdot x) + 1]^d \]

where “\( \sigma \)” and “\( d \)” are kernel width and order respectively which were experimentally defined to achieve the best classification result. In this work, RBFs and polynomial kernel functions were used with different sigma values \( (\sigma = 1.5–4) \) and orders \( (d = 1, 2, 3) \), respectively [41–47].

Evaluation

Our method was validated on 33 male rats. The ability of the proposed method for identifying 6-OHDA-lesioned rats (Off-Stimulation) was evaluated using accuracy (AC), sensitivity (SN), specificity (SP) and precision (P) [47–52]. In the following Eqs. (7)–(10), TP refers to true positives (correctly detected Off-Stimulation), TN refers to true negatives (correctly detected sham), FN refers to false negatives (incorrectly detected sham) and FP refers to false positives (incorrectly predicted Off-Stimulation).

To evaluate the proposed method, AC, SN, SP and P were computed for MLP and SVM classifiers (to evaluate the robustness of the system, this procedure is repeated 10 times).

Accuracy (AC): the ratio of the number of correct classification to the total number of classification.

\[ AC = \frac{TP + TN}{TP + TN + FN + FP} \]  

Sensitivity (SN): the ratio of true positives to the patient (Off-Stimulation) group.

\[ SN = \frac{TP}{FN + TP} \]

Specificity (SP): the ratio of true negatives to the sham group.

\[ SP = \frac{TN}{TN + FP} \]

Precision (P): the ratio of the Off-Stimulation detection that were correct.

\[ P = \frac{TP}{FP + TP} \]
Results

To optimize the learning cost and the prediction performance, the SVM classifier parameters and kernel width \( \sigma \) must be chosen with more care and caution. To this end, we compared the performance of the networks by evaluating the error function using an independent validation set, and selected the network which has the smallest error with respect to the validation set. Since this procedure can itself lead to some over-fitting to the validation set, the performance of the selected network was confirmed by test data set. In fact, we have divided the training data into train and validation sets with the proportions being 70% & 30% for training and validation datasets respectively.

We have evaluated the performance of the SVM classifier with different kernels, such as polynomials with order 1, 2, and 3 and RBFs with different sigma values \( (\sigma = 1.5, 2, 3, 3.47, 3.5, 3.65, 3.68, 4) \). The optimum values of the parameters, chosen when the error on the validation dataset reaches a minimum, were achieved as 3.65 and 2 for \( \sigma \) and order \( (d) \), respectively. To evaluate the performance of the proposed method, four measures were calculated based on Eqs. (7)-(10). The results of classification parameters of test data for each class are summarized in Table 2.

Table 3 summarizes the performance of the two classifiers, i.e. SVM and MLP. Since the best SVM structure were achieved through RBF kernel and automated chosen \( \sigma \), the average of the last two rows were used for further evaluations. The obtained accuracy, sensitivity, specificity, and precision of the proposed method by SVM, as shown in Table 3, were achieved as 80.42%, 34.62%, 95.89% and 73.79%, respectively. As it was clearly observed in Table 3, the SVM presents better results than MLP; consequently the following investigations were done by SVM.

As previously mentioned, a total of sixty-six features were extracted from the recorded data, out of which thirty-eight were related to low-frequency data while twenty-eight features were associated with high-frequency data. Because of the large number of extracted features and for achieving higher accuracy of classification, GA was employed to find the optimum features desirable. Binary chromosomes should be selected by the number of genes which equals that of the attributes \( (n = 66) \) in order to use GA for choosing a feature, in which case, the mode of 1 of the genes means selecting the corresponding feature while 0 implies the lack of selection of the related feature. After implementing GA on a total of sixty-six features, the accuracy of the classifier reached 84.41%, and 38 out of 66 features were selected. Among the 38 selected features, 14 of them were related to low-frequency data whereas 24 of features were associated with high-frequency data. The selected low-frequency features included the three larger local maxima of power spectrum, the amplitude of the 6th peak of the power spectrum, the fifth normalized peak of power spectrum, the amplitude of the two local peaks of power spectrum (with respect to frequency of the occurrence), the fifth amplitude, as well as the sixth and seventh local peak power spectrum (with respect to frequency of the occurrence), the location of the first three peaks of the power spectrum, and finally, the average amplitude of the power spectrum. On the other hand, unselected high-frequency features encompassed the second maxima of the power spectrum, the frequency of the occurrence of the third and fourth larger maxima of the power spectrum, and the amplitude of the first peak of the power spectrum (with respect to frequency of the occurrence), and the remaining twenty-four features were selected.

The steps for selecting the features and categorizing the dataset at high and low frequencies were separately examined since most of the selected features were related to the high-frequency dataset, and the results were as follows:

- **High-frequency Information**

Through all high-frequency features and SVM classifier, the accuracy was 78.6%; When 21 of 28 features were selected using the GA and SVM classifier the accuracy was obtained 80.34%.

- **Low-frequency Information**

Through all low-frequency features and SVM classifier, the accuracy was equal to 75.26%; When 24 of 38 features were chosen using the GA and SVM classifier the accuracy was obtained 77.73%.

Table 4 presents the results of using GA for choosing the optimal feature classification for separating the two studied groups with the highest intended accuracy. According to these results, combined features of high and low frequencies domains of dataset were employed. In the next study the effect of different stimulation parameters on these features will be investigated. Feature changes of 6-OHDA-lesioned rats using different stimulation protocol and bringing them close to those of sham group will be presented.

Discussion

Nowadays, DBS plays a major role in the treatment of Parkinson’s disease. Adjusting the stimulation parameters and their appropriate alteration with disease progression has so far been the subject of various studies while it has not yet been applied. A lot of researches have been done on analyzing LFPs. One of the basis application for signal processing is transition from time to the frequency domain [53]. Various studies have mainly focused on monitoring beta band LFP only [17,54,55]. However, using only beta band LFP may not be sufficient, as they have not displayed satisfactory consistency across time and patients [54,56]. The correlation of gamma [33,57,58], and tremor
bands with PD symptoms were the subjects of some other researchers which impressed suitability of using beta band activities alone. There were researches which have used the wavelet transformation in LFP processing and also some other time–frequency transformation algorithms like Hilbert’s transform used for the analysis of LFP. On the other hand, the relationship of the LFPs from different sources was analyzed, and the results were used as biomarkers for the closed-loop DBS system.

In the present study, the recorded and evaluated LFP signals of rats provide the prelude for selecting the appropriate biomarker and extracting the features in order to make the closed-loop DBS. After investigating the data related in the frequency domain for sham and Off-Stimulation groups, it was detected that the LFP features were able to separate the sham group from the patient group (Off-Stimulation) with an approximate accuracy of 84%. This implies that the LFP signal can convincingly feedback the disease states.

Investigating the frequency domain features extracted from the LFP signal in both high- and low-frequency band (above and below 100 Hz) strongly suggests that frequency domain of LFPs contain important information for representing the state of the disease. Since most studies focused on analyzing LFPs in low-frequency domain, selecting the majority of the extracted features by GA from high-frequency compared to low-frequency data is highly important and it illustrate high-frequency domain should be studied more precisely. The results further revealed that high-frequency data could alone distinguish the sham group from Off-Stimulation group with an approximate accuracy of 80%. Since rats LFP signals were investigated in this study and motor symptoms in rats are not same as in human, we cannot discuss whether or not the differences in high- and low-frequency were related to motor disorders; nevertheless, LFP meaningful changes in unhealthy rats were obvious and varied as DBS was applied. Studying the averages of the selected features in two groups, we realized that among all the features selected through GA, those chosen as the locations of local maxima in PSD (occurrence frequencies) in high frequency were all above 200 Hz being generally in range of 200, 600 and above 1000 Hz. These frequencies in low-frequency portion were below 10, 31–47 and 57–62 Hz. We can therefore conclude that it is worthwhile to have these frequency ranges more carefully reviewed. We drew a comparison between the features selected by GA when the classifier used only high- or low-frequency features and when it applied a combination of high- and low-frequency features and noticed a number of differences and similarities. Some feature were selected in high- or low-frequency classification which they weren’t in combination condition and vice versa. Statistically, 58% of selected features in low-frequency classification were not included in the combination mode while this percentage for high-frequency classification was only 9%. 28% of selected low-frequency information in the combination mode were new in comparison with low-frequency classification while this number was as low as 16% for high-frequency information. These numbers indicate that high-frequency information have more robustness in classification of sham and 6-OHDA-lesioned rats.

Conclusion

The frequency features extracted from the LFP signals have ability to separate parkinsonian rats from healthy ones reasonably; when stimulation was given to parkinsonian rat model, these features came close to ones of sham group so they can be introduced as appropriate biomarkers for closed-loop DBS.
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