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ABSTRACT

Purpose: An EGSnrc based electron model was developed and validated for an Elekta Synergy® 160-leaf Agility™ linear accelerator. It was able to reproduce measured central axis (CAX) percentage depth dose (PDD) curves and off-axis profiles (OAPs) within 2%/2 mm, and relative output factors (ROFs) within 3%. Methods: BEAMnrc component modules were used to model the accelerator accurately according to vendor supplied specifications. The electron beam focal spot size and input energy spectrum were determined through their effects on electron CAX PDDs and OAPs as benchmarked against water tank data. Phase space files were used as source input in DOSXYZnrc water phantom simulations. Dose distributions were calculated for six electron nominal energies, 11 field sizes and two source-to-surface distances.

Results: The full width at half maximum of the focal spot (assuming a Gaussian intensity distribution) was determined to be 1.50 mm. An asymmetrical input electron energy spectrum with a low-energy tail produced good agreement with measured data and solved the match in the build-up (BU) region for all electron energies used in this study.

Conclusions: The improved input electron spectra for the electron model could predict dose distributions within 2%/2 mm of measured data. The model’s success is embedded in the asymmetrical energy spectrum which provided a valuable free parameter which, by fine adjustment, improved the match in the BU region of dose distributions. Furthermore, focal spot parameters could be determined by means of iterative simulations.

1. Introduction

Clinical electron beams are used in the treatment of intact breast lesions, chest wall irradiation for breast cancer, skin cancers, total scalp treatments, cancer of the parotid, nose, eye/orbit and eyelid, retinoblastomas, craniospinal irradiation, boost treatments (breast) and applications in Intraoperative Radiotherapy [1,2].

Electron beam treatment planning utilizing Monte Carlo (MC) methods have been shown to be the most accurate in both homogeneous and inhomogeneous media when compared to measurements, and is seen as the golden standard for treatment planning. Clinical electron beams have been modelled by several authors using the EGSnrc code system where an accuracy of 2%/2 mm have been attained. [3–14] Some approaches included the use of beam characterization models (single- or multiple sources), whereas other approaches included the complete modelling of the linear accelerator (linac) head using BEAMnrc (or earlier versions) to produce phase space files for subsequent dose calculations. Amongst these studies the incident electron energy spectrum was most commonly characterized by either a monoenergetic spectrum [14–18] or a Gaussian poly-energetic spectrum [19–25,27], though deconvolution methods have also been used to determine the energy spectrum [26,28–30]. From some of these studies it is evident that dose discrepancies larger than 2%/2 mm in the build-up (BU) region still exist. This was also recognized by the American Association of Physicists in Medicine (AAPM) [4] and was evident in the preliminary stages of this study. Using these energy spectra, it can be very challenging to only alter the dose in the BU region without causing significant changes to the rest of the central axis percentage depth dose (CAX PDD) curve. Different electron energy spectra and their influence on absorbed dose distributions have been investigated before [19], however none investigated a spectrum such as that used within this study. For this reason, this study investigated a poly-energetic input electron energy spectrum which shows its potential to be the solution to the observed BU dose discrepancies. This spectrum reflects the exit electron energy spectra as seen after the final collimation of electron beams [7,14,16,18,25,31] and includes a parameter which by minor adjustments can bring about changes in the BU region alone.

The objective for this study was to develop an accurate MC electron beam model for an Elekta Synergy® Agility™ linear accelerator using the EGSnrc/BEAMnrc code package. It was required that our model must be able to reproduce measured CAX PDD curves and off-axis profiles...
(OAPs) within 2%/2 mm, and relative output factors (ROFs) within at least 3%. Six clinical electron energies (4, 6, 8, 10, 12 and 15 MeV), 11 field sizes (2 × 2, 3 × 3, 6 × 6, 10 × 10, 14 × 14, 20 × 20, 6 × 16, 10 × 10, 10 × 20 cm² and a 4 cm diameter circular field) and two source-to-surface distances (SSDs) (95 and 100 cm) were benchmarked against measured data.

2. Materials and methods

2.1. Linac head modelling

EGSnrc/BEAMnrc [32,33] was used to model each linac component using component modules (CMs) and to simulate electron beam transport through them. Detailed schematics of each component was obtained from the vendor. The CM Conestak was used to model the exit window, primary scattering foil, primary collimator and the screen. Similarly, the CM Flatfilt, Chamber, Mirror, MLCQ, Applicat and Pyramids were chosen to model the secondary scattering foils, dual ionization chamber, light-field mirror, Multi-leaf Collimator (MLC), Jaw, electron applicators and open field inserts, respectively, as shown in Fig. 1. For each applicator-electron energy combination, MLC and Jaw positions (defined at isocentre) are predetermined by the vendor which were determined using Elekta’s customer acceptance tool, iCOM CAT (see Supplementary figure 1) [34].

In the light of simulation efficiency, re-usage of phase space files was implemented. An upper/common model was developed for each electron nominal energy, whereas a lower/specific model was developed for each field size, as shown in Fig. 1. The specific model uses the PHSP1 file produced by the common model as source input, and in turn produces a PHSP2 file at an SSD of 95 cm.

2.2. Modelling of initial beam properties

The initial electron beam’s focal spot (size and shape) and energy spectrum details are not vendor-supplied, therefore methods had to be established to determine these properties. BEAMnrc source option 19 was chosen to model the radiation source [33]. This models the incident initial electron beam with a Gaussian intensity distribution (circular or elliptical) with its width defined in terms of the full width at half maximum (FWHMx and FWHMy). In addition, the incident energy spectrum is modelled using either a monoenergetic or a poly-energetic spectrum.

2.3. Focal spot: size and shape

Huang et al. [35] measured the focal spot very accurately using a slit camera composed of alternating lead and paper sheets. However, in this study the size of the focal spot was determined through iterative simulations. Twelve sources with FWHMs ranging from 0.5 mm to 10.0 mm were simulated for a 10 × 10 cm², 4 MeV electron beam at 95 cm SSD, and the effect on the CAX PDD and OAPs were investigated from which the FWHM that complied best with measured were determined. The shape of the focal spot was assumed to be circular given the radial symmetry of secondary scattering foils [36].

2.4. Incident energy spectrum: Gaussian and Lévy

While it is simple to characterize the incident electron beam with a monoenergetic spectrum, this only provides a single adjustable parameter; the peak energy. Since it is the energy spectrum that is primarily responsible for the match of simulated PDD data with measured data, a ‘single parameter regime’ is often not adequate to achieve satisfactory dose distribution comparisons. A Gaussian energy spectrum is the conventional way to model the incident electron energy spectrum, which is dependent on a peak energy, FWHM, and lower- and higher-energy cut-offs.

In addition to an incident Gaussian electron energy spectrum, we investigated an experimental energy spectrum to better the match with...
measured BU PDD data. This involves the modelling of a Landau distribution [37] according to a special case $f_L(E; \mu, c)$ in Paul Lévy’s family of alpha-stable distributions [38], adapting it to the case of an energy spectrum. That is,

$$f_L(E; \mu, c) = A \frac{e^{\frac{E - \mu}{2c}}} {(E - \mu)^2}$$; with $E \in [\mu, \infty]$. 

(1)

where $\mu$ and $c$ are location and scaling parameters, respectively, $E$ is the electron energy and $A$ is a normalization constant. With the location parameter $\mu = 0$, the spectrum is valid for any positive energy. The spectrum is first constructed using energy values as input which produces a positive-skew distribution. This is then reflected about the Y-axis to produce a negative-skew distribution following a shift towards the relevant most probable energy (mode), producing a distribution as shown in Fig. 2.

Fig. 2 shows six different initial ($Z = 0$ cm) Lévy energy spectra for a 6 MeV electron beam. Spectra were constructed with a most probable electron energy of 7.605 MeV with scaling parameters of $c_1 = 0.05, c_2 = 0.07, c_3 = 0.1, c_4 = 0.2, c_5 = 0.3$ and $c_6 = 0.4$. The width

Fig. 3. The field size independent total fluence for electron energies 4–15 MeV at the level of PHSP1. Plots were extracted using BEAMDP.
of the energy spectra increases with an increase in scaling parameter along with an increase in the lower energy tail.

Benchmarking of the model entails firstly matching the depth of maximum dose and $R_{50}$, along with the dose gradient, which are mostly dependent on the peak energy of the spectrum. A spatial misalignment in the dose fall-off region may be solved by adjusting the primary scattering foil thickness, which will also influence the dose in the BU region. The BU dose can be altered by making small adjustments to the scaling parameter of the energy spectrum which will minimally affect the dose beyond the maximum dose. Though the dose gradient is also sensitive to the width of the energy spectrum, the small alterations to be made in the scaling parameter would not significantly alter the dose gradient. A field size of $10 \times 10 \text{ cm}^2$ was used as the initial field for fine tuning to ensure that scatter equilibrium is present on the CAX for all electron energies.

2.5. Monte Carlo transport parameters

The number of histories were determined prior to each simulation to obtain at most 1% variance, which ranged from $1.0 \times 10^9$ and $2 \times 10^9$ depending on the electron energy and field size. The field size independent fluences (at the level of PHSP1) for each electron energy are given in Fig. 3. Recycling of histories was implemented for DOSXYZnrc simulations. Bremsstrahlung splitting was implemented with a splitting number of 200, though this is of more importance in photon simulations. No bremsstrahlung cross-section enhancement, electron/photon splitting, electron range rejection or photon forcing was enabled. The global electron and photon energy cut-off parameters were set to 0.7 MeV and 0.01 MeV, respectively.

The maximum electron step length was the default value in the EXACT boundary crossing algorithm and PRESTA-II was the selected electron step algorithm. The maximum fractional energy loss per electron step was 0.25. The skin_depth_for_BCA parameter was set to 3 elastic mean free paths when broad electron fields were simulated and increased to 50 for small fields [39]. Spin effects were turned on as well as electron impact ionizations. The Koch and Motz equation was used for sampling of Bremsstrahlung angles, and Bethe-Heitler cross-sections was used for Bremsstrahlung and pair production sampling. Bound Compton scattering was turned on as well as photoelectron angular sampling. Atomic relaxations following a Compton and/or photo-electric event was simulated. All photon cross sections were based on the cross-sectional data from the ICRU.

2.6. Water phantom modelling

EGSnrc/DOSXYZnrc [40] was used to model a water phantom in which dose calculations for all beam setups were calculated. PHSP2 files produced in BEAMnrc at $Z = 95 \text{ cm}$ was used as source, whereas the distance of each PHSP2 file from the isocentre was set to 5 cm. The phantom voxel sizes were adjusted depending on whether PDDs, OAPs or ROFs were simulated. In this manner, $2 \times 2 \text{ cm}^2$, $3 \times 3 \text{ cm}^2$ and $4 \text{ cm}$ circular fields were used as reference. All photon cross sections were based on the cross-sectional data from the ICRU.

2.7. Measurements

All electron data were collected according to the recommendations of the AAPM Task Group no. 106 [41]. Measurements were performed in a three-dimensional dosimetry scanning system (Blue Phantom, IBA dosimetry, Bartlett, TN) which includes a CU500E electrometer. For electron PDD data, a plane parallel chamber (Roos® Chamber Type 34001, PTW, Freiburg, Germany) with a nominal sensitive volume of 0.35 cm$^3$ (7.8 mm radius, 2 mm depth, water equivalent thickness of 1.3 mm and guard ring width of 4 mm) was used. OAPs were measured using a CC13 (IBA Dosimetry, Bartlett, TN) chamber with a sensitive volume of 0.13 cm$^3$ (air cavity diameter of 6.0 mm and length of 5.8 mm). Another CC13 chamber was used as the reference detector. OAPs and PDDs for the $2 \times 2 \text{ cm}^2$, $3 \times 3 \text{ cm}^2$ and $4 \text{ cm}$ circular fields
were measured using a CC01 ionization chamber (IBA Dosimetry, Bartlett, TN) with a sensitive volume of 0.01 cm³ (air cavity diameter of 2.0 mm and length of 3.6 mm). OmniPro™ Accept (version 6.5A, IBA Dosimetry GmbH, Schwarzenbruck, Germany) was used to control the scanning dosimetry system and to analyse scanned data. ROFs were measured at the depth of maximum dose for each respective energy-field-SSD combination, administering 100 monitor units per setup.

3. Results

3.1. Focal spot: Influence on down-stream electron energy spectra, CAX PDD and OAPs

On the left side of Fig. 4 the energy spectrum at \( Z = 0 \) cm (for a 0.15 mm FWHM) is given, as well as the energy spectra at \( Z = 95 \) cm for FWHM from 0.5 mm to 10 mm. The right side of Fig. 4 illustrates a plot of the difference between the different spectra at \( Z = 95 \) cm, with the 1.5 mm FWHM spectrum chosen as the reference spectrum. The largest differences occurred at the area of the most probable energy where large gradients exist, whereas noticeable changes occurred in the lower energy tail with an increase in FWHM beyond 3.0 mm. This definitive change in the energy spectrum due to a change in the focal spot FWHM correlates with the dose discrepancies observed in the CAX PDD in Fig. 5.

Fig. 5 shows the influence of a change in the FWHM on a 4 MeV CAX PDD. The observed effects are mainly evident in the BU region. No specific trend exists between the focal spot size and the variations observed in the BU. With a change in the FWHM from 0.5 mm to 10.0 mm, the % change in the dose at 1 mm depth (\( D_{1\text{mm}} \)) varied by 6.979% (min = 76.791%, max = 83.770%) relative to the maximum dose. Compared to the measured CAX PDD, focal spot sizes of 0.5 mm, 1.5 mm, 3.0 mm, 4.0 mm, 5.0 mm and 10.0 mm underestimated the BU region with doses ranging from 78.349% to 80.683%, while in contrast focal spot sizes of 1.0 mm, 2.0 mm, 6.0 mm and 7.0 mm overestimated the BU region and produced a \( D_{1\text{mm}} \) ranging from 81.622% to 83.765%.

Focal spot sizes of 8.0 mm and 9.0 mm largely underestimated the BU region and produced the lowest \( D_{1\text{mm}} \) of 76.791% and 77.110%, respectively, with no effect on the dose beyond the maximum dose.

3.2. Initial energy spectra: Gaussian and Lévy

As shown on the left in Fig. 7, three Gaussian spectra (1–3) were constructed to model a 6 MeV electron beam from the linac. These initial spectra (at \( Z = 0 \) cm) had peak energies of 7.170 MeV each, maximum energies of 8.530 MeV, 8.770 MeV and 9.410 MeV, respectively, and FWHMs relative to the peak energy of 15.0%, 18.0% and 25.0%, respectively. After simulations throughout the entire linac head, the peak energies for Gaussian spectra 1–3 were 6.375 MeV, 6.425 MeV and 6.575 MeV; the maximum energies were 7.975 MeV, 8.225 MeV and 8.825 MeV; the FWHMs were 19.0%, 22.5% and 28.5% respectively.

Table 1 illustrates the difference between CAX PDD parameters for Gaussian spectra 1–3 versus the measured curve. Since all Gaussian spectra had identical peak energies, a difference of less than 0.1 mm was observed in \( R_{50} \) which was within 1.0 mm of the measured \( R_{50} \). A noticeable effect on the CAX PDD curve when using broader Gaussian spectra entails a gentler dose gradient \( DG \) along with a shallower \( R_{80} \).

Fig 5. The effect of different focal spot sizes on a CAX PDD for a 4 MeV, 10 × 10 cm² electron beam in water with an SSD of 95 cm. A Gamma analysis with a 2%/2 mm dose/DTA criteria was performed on each focal spot size's corresponding CAX PDD with the measured PDD curve as the reference set. An inlay magnifies the BU region to better illustrate the dose discrepancies in the BU region.
Even though the fit to the measured CAX PDD curve beyond $R_{100}$ is within 2%/2 mm, there exists a dose discrepancy in the $D_{1\text{mm}}$ of $>4\%$ for all Gaussian spectra. This highlights the challenge when using Gaussian spectra to model the initial electron energy spectrum; that is, a lack of a single changeable parameter to only alter the dose in the BU region without significantly changing the rest of the CAX PDD curve.

The energy spectra obtained for the six different input electron spectra (Fig. 2) at $Z = 95$ cm are illustrated on the left in Fig. 8. The
most probable energy was 6.775 MeV and was virtually constant amongst all spectra. An increase in the spectrum width and lower energy tail with an increase in scaling parameter is observed, which is similar to the observations of Gaussian spectra (Fig. 7).

On the right side of Fig. 8, the effect of different scaling parameters \((c_1-c_6)\) on a CAX PDD is illustrated. By visual inspection it is evident that there are noticeable changes on the CAX PDD curve with an increase in scaling parameter. Discrepancies in the BU region are observed along with differences in range parameters. However, the practical range and Bremsstrahlung tail seems unchanged which was expected since the maximum peak and maximum energies in the energy spectra at \(Z = 95\) cm (Fig. 8) are nearly the same. The effect of the scaling parameter on \(D_{\text{imm}}\), \(R_{50}\), \(R_{90}\) and \(D_1\) are plotted in separate graphs in Fig. 9. The variation in \(R_{50}\) for all scaling parameters was insignificant.

The variation in \(D_{\text{imm}}\) for the range of scaling parameters investigated reached a maximum of 7.428%. Though a quadratic fit was made to data points, the variation in \(D_{\text{imm}}\) for scaling parameters of \(c_1 = 0.05\) to \(c_1 = 0.1\) did not actually yield a specific trend. In a preliminary investigation, scaling parameters of 0.06, 0.07, 0.08 and 0.09 (most probable energy of 7.59 MeV at \(Z = 0\) cm) yielded \(D_{\text{imm}}\) values of 92.030%, 82.810%, 84.870% and 81.120%, respectively, which illustrates the same variation. The argument can therefore be made that it may not be possible to fit a trendline to the variation in \(D_{\text{imm}}\) for different scaling parameters, since for scaling parameters < 0.1 variations in \(D_{\text{imm}}\) are not stable.

Both \(R_{50}\) and \(R_{90}\) showed a linear decrease with an increase in scaling parameter. From the gradients produced for the linear fits to the \(R_{50}\) and \(R_{90}\) plots, a more rapid change in \(R_{50}\) with an increase in scaling parameter was observed than in \(R_{90}\). Using these measured \(R_{50}\) and \(R_{90}\) parameters (2.12 cm and 2.56 cm, respectively) as input into the trendline equations obtained for the \(R_{50}\) and \(R_{90}\) plots, scaling parameter values of 0.045 and 0.039 were calculated. This suggests that using a scaling parameter within these bounds would produce \(R_{50}\) and \(R_{90}\) to within 0.03 mm.

The dose gradient \(D_1\) became gentler with an increase in the scaling parameter with an unclear trend in the variation in \(D_1\) for scaling parameters < 0.1. The observation here is that with an increase in scaling parameter, the decrease in \(R_{50}\) is more than the decrease in \(R_{90}\) (see Fig. 8).

### Table 1

<table>
<thead>
<tr>
<th>Gaussian 1</th>
<th>Gaussian 2</th>
<th>Gaussian 3</th>
<th>Measured</th>
</tr>
</thead>
<tbody>
<tr>
<td>80.102</td>
<td>79.592</td>
<td>83.055</td>
<td>87.856</td>
</tr>
<tr>
<td>1.300</td>
<td>1.300</td>
<td>1.300</td>
<td>1.280</td>
</tr>
<tr>
<td>2.053</td>
<td>2.057</td>
<td>2.042</td>
<td>2.038</td>
</tr>
<tr>
<td>2.491</td>
<td>2.497</td>
<td>2.507</td>
<td>2.458</td>
</tr>
<tr>
<td>−68.662</td>
<td>−66.987</td>
<td>−62.057</td>
<td>−69.975</td>
</tr>
</tbody>
</table>

3.3. CAX PDDs, OAPs and ROFs benchmarks

Simulated CAX PDDs, OAPs and ROFs at both SSDs along with Gamma analyses are supplied in the supplementary data (Supplementary figures 2–6). Following a fine tuning of the Lévy spectrum for each electron energy, simulated PDD curves complied with measured PDD curves with a 100% pass rate using a 2%/2 mm criterion for all energies, fields and SSDs. OAPs at both SSDs were simulated with a pass rate of nearly 100% using a 2%/2 mm criterion, where failed points were attributed to simulation noise in regions of low dose gradients. Noticeable from both the results at both SSDs is the overall improved fit of smaller fields. The absolute difference between measured and simulated cone factors was on average 1.468 ± 0.9% (max = 2.858%) at an SSD of 95 cm, whereas at 100 cm SSD this was 1.296 ± 0.827% (max = 2.764%). Cut-out factors at 95 cm SSD were simulated with an average absolute difference of 1.420 ± 0.707% (max = 2.560%) of measured factors, whereas at 100 cm SSD this was 1.685 ± 0.503% (max = 2.736%).

4. Discussion

The dose discrepancies observed on the CAX PDD caused by the focal spot FWHM size, as well as the dose discrepancies in the central and shoulder regions of profiles contradicts the findings by Rodrigues et al. [21] and Schreiber et al. [22]. The change in \(D_{\text{imm}}\) varied by 6.979% with some discrepancies in the start of the build-down region. Furthermore, the flatness of simulated profiles varied from a minimum of 1.600% to 4.780%, which supports the sensitivity of the central region to a FWHM change. In agreement to the findings by Schreiber et al. [22], the changes brought about by different FWHM did not follow a specific trend with different FWHM as well as with an increasing electron energy. The choice of the FWHM was ultimately made by eliminating those FWHM that did not comply with flatness and

---

**Fig 8.** 6 MeV Lévy energy spectra. Left: The energy spectra at \(Z = 95\) cm for scaling parameters from 0.05 to 0.4, obtained using BEAMDP. Right: The effect of different scaling parameters \((c_1, c_6)\) on the CAX PDD at the depth of maximum dose (1.4 cm) as simulated in water for a 10 × 10 cm² 6 MeV beam at 95 cm SSD. CAX PDDs were compared with the measured PDD using a Gamma analysis with a criterion of 2%/2 mm.
penumbra width specifications. A focal spot size of 1.5 mm–2.0 mm was the obvious choice, and therefore a fixed value of 1.5 mm was chosen for all electron nominal energies. An energy dependence on the focal spot size was ruled out by a preliminary study which produced similar results for a 15 MeV model. This supports the findings by Björk et al. [19] who reported the focal spot FWHM to be between 1 mm – 2 mm for Elekta linacs.

The Gaussian spectra investigated showed that even though a match within 2%/2 mm was attainable beyond $R_{100}$ on the CAX PDD, dose discrepancies > 4% still exists in the BU region. Matching the dose in the BU region without changing the dose in the rest of the PDD becomes a problem when using a Gaussian spectrum. This was the main motivation for the investigation of the Lévy energy spectrum, which truncates higher electron energies and considers lower electron energies in contrast to a Gaussian spectrum. An increase in the scaling parameter gives rise to a broader distribution towards the lower energy side, increases the lower-energy tail of the spectrum as well as decreases the most probable energy with a small amount. Though the adjustment of the Lévy scaling parameter with 0.1 increments can have very significant effects on the PDD curve as a whole, making fine adjustments to the scaling parameter between 0.05 and 0.1 has proven to solve the dose discrepancies observed in the BU region without significantly altering the dose beyond the depth of maximum dose. Choosing the most appropriate scaling parameter is based on a method of trial-and-error where simulations with different scaling parameters are performed simultaneously to yield the most appropriate scaling parameter. A scaling parameter of between 0.05 and 0.07 was selected for all the electron models.

The accuracy of the electron model was evident in the PDD, OAP and ROF results (see Supplementary figures 2–6) which indicated that the model complied with the 2%/2 mm criterion. This was not only attributed to the success of the Lévy energy spectrum, but the contribution of the skin depth for BCA parameter should be mentioned. Increasing this parameter from 3 to 50 mean free paths effectively single scattering mode to occur further away from boundaries and hence smaller fields are handled more sensitively. This is evident in the small field OAPs and supports one of the findings of Mihaljevic et al. [39].

5. Conclusions

Benchmarking of clinical electron fields with stringent Gamma criteria requires detailed and accurate modelling of both the linac head components as well as the initial electron beam properties. Accurate modelling of unknown initial electron beam properties plays a critical role in the success of the developed model. The focal spot size could be determined iteratively from simulations, where the chosen FWHM value corroborated with the findings of published studies. The Lévy energy spectrum not only better characterized the initial energy spectrum of the electron beam as it exits the waveguide-bending magnet system of the linac, but also provided a valuable free parameter which by fine adjustment could improve the match of dose in the BU region of CAX PDDs without significantly altering the PDD curve beyond the depth of maximum dose. This is a major benefit above Gaussian spectra which do not offer such a parameter. Performing a small subset of simulations provided the choice of scaling parameter for each electron nominal energy.

The developed full electron model complied in its aim to simulate CAX PDDs and OAPs with a 100% pass rate using a 2%/2 mm Gamma criterion, and ROFs were simulated to within 3% of measured cone and
cut-out factors. The model could therefore be further utilized in the development of modulated electron radiotherapy.
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