A hypothesis regarding how sleep can calibrate neuronal excitability in the central nervous system and thereby offer stability, sensitivity and the best possible cognitive function
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ABSTRACT

The function of sleep in mammal and other vertebrates is one of the great mysteries of biology. Many hypotheses have been proposed, but few of these have made even the slightest attempt to explain the essence of sleep – the uncompromising need for reversible unconsciousness. During sleep, epiphenomena – often of a somatic character – occur, but these cannot explain the core function of sleep. One answer could be hidden in the observations made for long periods of time of the function of the central nervous system (CNS). The CNS is faced with conflicting requirements on stability and excitability. A high level of excitability is desirable, and is also a prerequisite for sensitivity and quick reaction times; however, it can also lead to instability and the risk of feedback, with life-threatening epileptic seizures. Activity-dependent negative feedback in neuronal excitability improves stability in the short term, but not to the degree that is required. A hypothesis is presented here demonstrating how calibration of individual neurons – an activity which occurs only during sleep – can establish the balanced and highest possible excitability while also preserving stability in the CNS. One example of a possible mechanism is the observation of slow oscillations in EEGs made on birds and mammals during slow wave sleep. Calibration to a genetically determined level of excitability could take place in individual neurons during the slow oscillation. This is only possible offline, which explains the need for sleep. The hypothesis can explain phenomena such as the need for unconsciousness during sleep, with the disconnection of sensory stimuli, slow EEG oscillations, the relationship of sleep and epilepsy, age, the effects of sleep on neuronal firing rate and the effects of sleep deprivation and sleep homeostasis. This is with regard primarily to mammals, including humans, but also all other vertebrates.

Sleep: A general background

In mammals, sleep is a state of reversible unconsciousness from which the individual is easily awakened, with reduced reactive ability, disconnection of sensory input to the thalamus and cortex and reduction of motor functions. All vertebrates engage in some form of sleep. In mammals and birds, sleep is dominated by non-rapid eye movement sleep (NREM sleep), which includes slow wave sleep (SWS – characterized by an EEG diagram with slow wave activity (SWA) [1] – as well as rapid eye movement sleep (REM sleep) [2,3]. Birds and cetaceans have the ability to sleep unihemispherically [4]. Insects such as bees [5] and Drosophila melanogaster [6,7], mollusks such as cuttlefish and octopus [8,9], the pond snail [10] and the Cassiopeia jellyfish [11] engage in sleep-like behavior. This shows that sleep has an important, indispensable and fundamental function not only in humans and other mammals but throughout the animal kingdom.

During sleep, the brain’s interaction with the external environment is at a low level, and it can be assumed that the individual must pay a price for this state. The absence of consciousness leads to vulnerability to predators and other dangers [12]. However, evolution has not been able to eliminate the need for sleep, and even if sleep is expressed in different ways by different species, its core function can be the same. This does not rule out that NREM sleep and REM sleep could have developed independently at various points during the evolutionary process [4].

Other physiological functions outside the nervous system are also affected. Because these functions are not dependent on reversible unconsciousness, they are hardly associated directly with the true reason for sleep, and can thus be considered epiphenomena. Circadian rhythms control not only sleep and rest but also metabolic, immunological and
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hormonal functions, without these being involved with the true function of sleep.

Consciousness, unconsciousness and sleep are the terms for distinct functional states of brain function, whose outer boundaries are fixed. The human brain has been estimated to contain 86 billion neurons and 85 billion non-neurons [13]. Within a limited volume, perception, cognition, memory, motor functions, emotional functions, sensitivity, precision and reaction times should be spurred to perform at the highest possible level and balance. Despite general requirements on the conservation of metabolic resources, the human brain is characterized by high metabolism, with up to 20% of the body’s total energy consumption taking place in only 2% of the volume. Metabolic activity decreases only marginally during sleep [14]. Thus the brain remains active and does not rest during sleep. This has been seen in EEGs registered on the scalp surface. The electrical activity dominated during wakefulness by rhythms of high frequency and low amplitude is transformed during sleep to an activity with low frequency and high amplitude, i.e. SWA within the frequency band of 0.5–5 Hz. In humans, sleep can be divided into approximately three to six cycles, where each cycle lasts 60–90 min. Each cycle undergoes a transition period of sleep stages 1–2 and is then dominated by SWA during sleep stage 3, and this is followed by a shorter period of REM sleep. During REM sleep, the surface EEG returns to a pattern similar to that observed during wakefulness.

**Prerequisites and concepts of significance for the hypothesis**

Evolution has demonstrated an ability to find solutions to complex problems. This is why it makes sense to study evolution as a powerful problem-solver. The following presents examples encountered with stability in the neurons in networks as well as with stability within neurons. Examples will be given of how stability can be established with reasonable and existing physiological mechanisms and that solutions are possible.

The following review refers primarily to mammals, including humans, but can refer as well to all high-level organisms in the animal kingdom. The pertinent parts of the CNS in mammals are primarily the thalamus and the cortex, which dominate the gray matter.

**The nervous system as an alarm system**

In very simplified terms, the nervous system – from low-level to high-level organisms such as mammals – can be perceived as an alarm system with the capability to adapt simultaneously to temporary or permanent changes in the external environment. In an extreme situation, the correct and immediate response to stimuli can be the difference between life and death for an individual or offspring. The nervous system must choose – friend or foe, predator or prey, fight or flight – in highly stressful situations. Thus, evolution has driven the nervous system to enable the best performance. Sleep plays an important role here.

**Plasticity**

Plasticity is the general term for the adaptation of the brain or ganglia to the external environment, and the foundation for experience, learning, memory and development. One important form of plasticity is Hebbian plasticity, a reinforcement of the synapses which are most active during impulse generation from one neuron to another [15,16]. This form of plasticity is associated with certain forms of memory, such as declarative and procedural memory [17,18].

**Excitability**

Excitability is a term for both the networks in the nervous system and individual neurons, and can be explored using technical electrophysiological methods such as sensory evoked potentials and magnetic stimulation. A common factor for both these in vivo and non-invasive tests of excitability is that they are more or less dependent on complete networks with excitatory and inhibitory functions. Transcranial magnetic stimulation activates for example both excitatory and inhibitory neurons. Even though excitability in networks has been studied during sleep, less is known about the excitability of individual, isolated neurons during and after sleep compared with excitability during consciousness (with the exception of some research efforts [19–23]). Contributors to excitability in individual neurons include components such as synaptic strength, which is influenced by synapses, structural conditions, receptors for signaling substances, ion channels etc. Another area can be described as non-synaptic excitability with ion channels and structures in dendrites and soma, where the travel of impulses takes place with cumulative graded potentials. A decisive, subsequent component in non-synaptic excitability is intrinsic excitability, which can be determined by the threshold for the electrical excitement of an action potential in axonal initial segments (AIS) [24,25], consisting largely of voltage-dependent Na, Ca and K channels. This threshold is relevant for stimuli with action potentials from synapses or gap junctions, or through electrical fields, for example in the case of epileptic discharges.

**Synaptic scaling and negative feedback in non-synaptic excitability and intrinsic excitability**

One mechanism that compensates for the neurons’ changing requirements and plasticity’s destabilizing influence is synaptic scaling [26,27], which is most easily described as negative feedback in synaptic strength. Regulation of synaptic strength and non-synaptic excitability can be mediated via the firing rate (FR), even if other mechanisms cannot be ruled out. Variations of FR must be placed in relation to the individual neuron’s state of equilibrium FR0 during consciousness, with a characteristic value for each neuron, with a wide range from 0.01 Hz to 10 Hz [26]. High levels of impulse traffic in the neuron reduces synaptic strength in all synapses in the neuron and thus suppresses the impulse traffic through a homeostatic regulation that is mediated by FR [19,27]. Homeostatic regulation or negative feedback requires a set point, a reference value that the regulation attempts to return to after a perturbation. How stable and when and how set points are regulated is seldom discussed, with few exceptions [28]. Thus a neuromuscular synapse in Drosophila is regulated homeostatically with a set point that changes at the 42 day age of the animals and this is otherwise stable. This mechanism is unknown, but might be genetic. Synaptic scaling depends on activity, and locally in the short term, it acts as a stabilizer. The neuron’s intrinsic excitability can be regulated in a similar, activity-dependent way with negative feedback [24,29]. Because synaptic scaling can be perceived as having an unclear definition, the more specific terms negative feedback in synaptic strength (including all the synapses of the neuron) and negative feedback in non-synaptic excitability or intrinsic excitability are sometimes used.

A mechanism for shared bidirectional homeostatic regulation via FR of excitatory synaptic scaling and intrinsic excitability, which is thus not limited only to synaptic scaling, has been shown [30].

One unanswered question is whether regulation of synaptic scaling without connection to non-synaptic excitability exists in vivo. Earlier findings on synaptic scaling considered only the synaptic contributions to excitability, and the relationship between synaptic scaling and non-synaptic excitability has only recently been noted.

One risk with negative feedback in synaptic strength and non-synaptic excitability is that neurons which seldom need to be active would risk being regulated upward, though it is not clear that the rare activation of a particular neuron depends on excessively low excitability. The following simplified thought experiments demonstrate a need for stability that can resist activity-dependent synaptic scaling and feedback in non-synaptic excitability. Assume that red is the signal for danger. The signal is unusual but is expected to initiate activity in a
hypothesised neuron or local network, and it requires a specific response. In the absence of a red signal, the impulse traffic increases as a result of negative feedback in synaptic strength and non-synaptic excitability. The frequency of false red signals – with the possibly undesirable reaction this could cause – would thus increase. Over a longer period of time, a fixed level of excitability would guarantee stable and balanced function, even in the case of these potentially important, but perhaps seldom active neurons [12]. The opposite can also be possible for very active neurons. Below, a solution for this is shown: the resetting of the neuron to its genetically predetermined, stable excitability through calibration.

The balance between excitability and stability

Instability is built into the function of a collection of neurons in a network [26]. An impulse from a neuron can generate impulses in other neurons through synapses, gap junctions and ephaptic transfer. In this system, an uncontrollable chain reaction or feedback can easily occur. Neural networks need homeostatic regulation of individual neurons to maintain stability. Hyperexcitability results in the risk of epileptic seizures in motoneurons in Drosophila [31]. If excitability in the neuron or network is too high, the worst-case scenario is that this will spark an epileptic discharge.

Electroconvulsive therapy (ECT) is used as a treatment for psychoses and mood disorders [32]. Electrodes placed on the surface of the skull induce reactions similar to epileptic seizures. Remarkably, it seems that seizures can always be induced [32]. The potentials for epileptic discharges induced through ECT are not limited to humans; a model for ECT exists in rats [33,34]; the level of excitability in individual neurons and the cortex is always sufficiently high for spreading of epileptic seizures. Nevertheless, epileptic seizures rarely occur spontaneously in a healthy brain. Exceptions exist and in these cases, it is plausible that the general level of excitability in the neurons and networks is elevated.

Prior to initiation of epileptic discharges, inhibitory neurons exert a suppressive effect through synapses. However, a subsequent spreading can be non-synaptic, where the mechanism can also be mediated via electrical field effects, as shown in the hippocampus [35,36]; paradoxically, this would possibly mean that inhibitory neurons with high excitability could also contribute. Theoretically, therefore, it is not certain that high excitability in inhibitory neurons can prevent the spreading of epileptic impulses. This could mean that a regulation of network excitability solely through the balancing of inhibitory neurons against excitatory neurons would only succeed to certain degree before seizures spread. This regulation would thus be unreliable.

For this reason, evolution has developed an acceptably reliable level of excitability in individual neurons. This level is as high as possible but still below the level at which unprovoked adverse reactions and epileptic seizures can occur (Fig. 1A). This means that neuronal excitability maintains a high, evenly distributed level, and in the absence of provocation, excitability will not induce potentially life-threatening, general epileptic seizures (Fig. 1B). However, despite this, seizures can occur in the case of illness or other causes such as ECT (Fig. 1C). This presumes a well-considered regulation of excitability in all neurons within all regions of the cortex.

If stability is to be maintained, the excitability of all individual neurons must have an upper limit which is determined by the requirement that

- unprovoked seizures must be avoided
- saturation of the neuron, which even at moderate levels of stimulation would react with maximum effect [24], needs to be avoided
- excessively high sensitivity can result in false-positive reactions

Excessively low levels of excitability must also be avoided, because they can result in

The hypothesis

Highly developed species in the animal kingdom - mammals and others – can be described by the argument below. All neurons in the CNS, regardless of whether they are excitatory (with for example transmitter substances such as glutamate or acetylcholine), and thus stimulating the postsynaptic neuron, or inhibitory (such as GABA-erga), and thus suppressing the postsynaptic neuron, must contribute to the
best possible functions with respect to impulse creation.

“Calibration” is a technical term referring to checking and adjustment against a set standard; in this hypothesis, the standard is a genetically predetermined and fixed level of excitability, regardless of the activity. The guarantor of stable, predetermined and well-defined excitability in individual neurons is calibration. Activity-dependent negative feedback maintains temporary stability during periods of wakefulness between calibrating sleep periods. In addition to the mandatory requirement of sleep, it can be assumed that calibration has many physiological mechanisms.

The following describes a proposal regarding the physiological mechanisms for calibration, to show that calibration is possible. Every credible sleep hypothesis must explain why reversible unconsciousness is a necessary and central condition [12]. It is not sufficient to say that unconsciousness is one of many equivalent factors that merely facilitate the function of sleep. In that case, evolution would have been able to eliminate sleep for one or more species or individuals.

A calibration of neuronal non-synaptic excitability requires a predictable, stable environment without external influences in the form of uncontrollable impulses with origins in the sensory organs. The condition can be fulfilled through a disconnection of the brain when the afferent impulse traffic is reduced on one or more levels and cognitive and other functions (including the synaptic function) are suppressed in the brain - and finally unconsciousness. The impulse traffic generated during calibration would not only prevent meaningful function but would also lead to chaotic, damaging function; therefore, motor functions must be reduced.

SWA

SWA is most intensive at the beginning of SWS [38]. Electrodes placed deep in the brain or intracellularly in thalamic or cortical pyramidal cells have shown that the polarization of the cell membrane during SWA switches between an up and a down state. “Up” is a depolarized, excitable state close to the cell membrane’s resting potential and “down” is a hyperpolarized, non-excitatable state that is synchronous across groups of neurons [39]. Despite thorough and detailed knowledge of the membrane characteristics of neurons and networks in vitro and in vivo during SWS, and in trials using anesthetized animals, consensus is lacking regarding the slow oscillations [33]. Their function has been called a mystery; however, the notion that they play a role in the creation of memory has been proposed, as has their participation in the stabilization of the membrane potentials of the up-phase. All Na channels in relevant neurons in the AIS thus become polarized, excitable state close to the cell membrane’s resting potential and “down” is a hyperpolarized, non-excitatory state that is synchronous across groups of neurons [39]. Despite thorough and detailed knowledge of the membrane characteristics of neurons and networks in vitro and in vivo during SWS, and in trials using anesthetized animals, consensus is lacking regarding the slow oscillations [33]. Their function has been called a mystery; however, the notion that they play a role in the creation of memory has been proposed, as has their participation in the stabilization of the membrane potentials of the up-phase.

The calibration mechanism for non-synaptic excitability and SWA

The following mechanism for the generation of action potentials and calibration during SWS should be understood as a theoretical proposal. During the down-phase with hyperpolarization, synchronously within larger regions, significant stoppage of circulating impulse traffic takes place in the region. The inactivation of Na channels – and during the up-phase this involves a significant number of Na channels [45] – is halted. All Na channels in relevant neurons in the AIS thus become available for activation, and non-synaptic excitability increases. As a result, during the transition to the up-phase, trains of action potentials are created. The down-phase can also contribute, based on hyperpolarization, to the stabilization of the membrane potentials of the up-phase.

If the oscillation’s up-phase close to the resting phase of the membrane potential encounters a high threshold and the accompanying excessively low non-synaptic excitability does not lead to action potentials or action potentials with low FR, this will lead – via negative feedback in non-synaptic excitability – to a slight decrease of the threshold for each period of the up-phase. Non-synaptic excitability will increase until action potentials are generated with increasingly higher FR until the FRcal (which can but is not required to be identical with FRmax) is reached. If in a corresponding manner the oscillation’s up-phase encounters a low threshold, there will be a downward regulation of excitability via negative feedback. Gradually the threshold level will be calibrated to a level adapted to the polarization of the up-phase, with the neuron’s FRcal as the set point for regulation. The entire neuron participates in impulse generation, but the decisive factor for this feedback with regulation of excitability (in addition to dendrites and soma) is found in the AIS [46,47]. Growth and regeneration of voltage-sensitive Na channels, K channels and Ca channels can offer such mechanisms [48,49]. On a cellular and molecular level, there are many examples of mechanisms that enable regulation of both synapses and intrinsic excitability. For summary reviews of possible mechanisms see Krueger/Obal [12], Meier/Semtner/Wolfart or Nelson/Turrigiano [50]. Therefore, with calibration during slow oscillations, a genetically predetermined, stable threshold is created for impulse generation in the neuron. Inhibitory neurons can also require calibration to maintain a balance with respect to excitatory neurons [51,52].

Neuronal excitability is determined by non-synaptic excitability as well as synaptic strength. It is possible that in this first step, calibration with slow oscillations does not affect synaptic functions and concerns primarily non-synaptic excitability.

The fact that SWA can play a role in calibration does not rule out another type of calibration in limited neuron populations or regions of the brain during NREM or REM sleep. Also other sleep rhythms (such as sleep spindles) could have a calibrating function. The lack of SWA in animals such as reptiles and Drosophila melanogaster indicates that they are equipped with other mechanisms for sleep calibration. REM sleep is also characterized by reversible unconsciousness. As in the case of SWS, it is difficult to find another credible cause than function control and calibration. REM sleep can also be part of the secondary regulation of synaptic strength, as discussed below.

A proposed mechanism for secondary regulation of synaptic strength based on non-synaptic excitability

The calibration of non-synaptic excitability could have a secondary purpose of stabilizing synaptic strength, which is included in the neuron’s total excitability, with a stepwise, iterative process and a solution is possible. Feedback in synaptic strength, in common with non-synaptic excitability, can lead to a specific synaptic strength via resetting of FR, whose desired state of equilibrium FRcal has been altered during the calibration of non-synaptic excitability. As a result, both synaptic strength and non-synaptic excitability will be able to reach a single, unique, stable equilibrium, and be bound to each other.

This secondary feedback regulation of synaptic strength and non-synaptic excitability can take place during non-SWS, i.e. during REM sleep or light sleep. In the absence of sensory signal input, spontaneous, post-synaptic excitatory and inhibitory miniature potentials have noise-like characteristics, quite stationary and unchanged from calibration to calibration [43,51]. In the first step after calibration, the secondary feedback regulation will once again shift non-synaptic excitability from the level of FRcal, which was the target during calibration, to the level of FRmax. The calibration with SWA can then return with additional steps toward ever smaller deviations of FR from the desired levels of FRcal and FRmax in an iterative process that switches between SWS and non-SWS. A calibration of the neuron’s total excitability will thus be facilitated, for example by human sleep architecture, by a cyclical process where SWS is followed by REM sleep and light sleep. The sleep architecture of dogs [53], cats [54] and rats [23,55] with its rapid and frequent transitions between SWS and non-SWS can also facilitate the calibration of
neuronal excitability.

**Observations that can support the hypothesis**

**Effects of sleep deprivation**

Sleep deprivation leads to increased cortical excitability, measured through median-nerve stimulation and transcranial magnetic stimulation [56,57]. It also increases intrinsic excitability in rat prefrontal neurons [21]. This mechanism may be due to a reduced after-hyperpolarization. Sleep calibration restores excitability in individual excitatory and perhaps inhibitory neurons and thus returns networks to their original levels. In addition, sleep deprivation has been shown to diminish cognitive function in humans [58]. Sleep deprivation can be expected to lead to reduced balance, with increased and/or decreased excitability in excitatory or inhibitory neurons. This is why sleep improves cognitive function.

Partial or total sleep deprivation results in general increased reaction times [59,60]. This is contradictory according to the observations above regarding increased excitability that has been observed in cortical networks, but it would be consistent with reduced excitability in certain neurons after sleep deprivation, in analogy with the notion that reduced excitability is associated with increased latency from stimulus to action potentials in neurons in tissue cultures [61]. Sleep with calibration restores reaction times. However, increased reaction times after sleep deprivation are difficult to combine with generally increased excitability, which is one of the prerequisites for Synaptic Homeostasis Hypothesis (SHY, see below).

Sleep deprivation results in unstable and unpredictable behavior patterns [59], not just the lack of response to stimulation (false-negative response) and response without stimuli (false-positive response). This could be consistent with the presence of uncalibrated neurons with randomly increased or decreased excitability.

Sleep deprivation can induce clinical seizures or epileptiform interictal activity in EEGs [62]. Possible causes could be uncalibrated excitatory neurons with high excitability or inhibitory neurons with low (or high) excitability [52,63,64]. Calibration reduces this risk.

**Sleep homeostasis**

Long periods of wakefulness can be expected to lead to greater deviations from the optimal level of excitability [38]. The duration of SWS has been shown to increase after sleep deprivation, which could be explained by larger deviations prior to calibration [65,66]. The time for resetting this excitability and the duration of sleep therefore increases.

**Age-related variations in sleep**

During growth and development, the neuronal environment changes quickly, and this places greater requirements on calibration. Young individuals sleep longer and with more SWA, while older individuals sleep less and with less SWA.

**Memory consolidation**

Under certain circumstances, NREM sleep can affect plasticity. During the critical period for visual development in cats, sleep strengthens the synaptic remodeling that takes place after monocular deprivation (MD) [67]. This finding can be considered a typical example of memory consolidation during sleep.

The following arguments could be applied to MD, but also to other events that lead to plasticity. Excitability reduced by plasticity in the synapses in question and the resulting decrease in the neuron’s impulse traffic would lead to negative feedback in the conscious state, which counteracts the effect in these neurons with some leniency of the decrease in excitability as a result. According to this hypothesis, a subsequent calibration during sleep with resetting of excitability – which would decrease – would thus counteract the effect of feedback in excitability and partially restore the effect of plasticity. The corresponding argument can be made for events with increased excitability, which with increased impulse traffic in the neuron in question is counteracted by feedback in excitability. Calibration restores excitability, and thus appears to have strengthened the effect of plasticity. Both of these variants of calibration partially restore the effect of plasticity and could contribute to a result that resembles consolidation during sleep.

**FR homeostasis inhibited during sleep**

Visual deprivation disturbance affects the FR of rats, first with a decrease in FR, which later returns to the neuron characteristic value [23]. During epochs of sleep with a median of 18 min, this later phase of return stops up to a plateau-like level. This may seem to contradict the hypothesis, which at first sight would be expected to restore FR during these epochs. A possible interpretation of the finding in line with this hypothesis could be based on that synaptic strength increases during the return phase of Hebbian plasticity from the low level. Intrinsic excitability compensates homeostatically with high excitability. In the following calibration, intrinsic excitability is successively restored to a lower set point, which more or less interacts with rising synaptic strength to create a plateau-like condition in the FR.

**Reduced spreading of FR during sleep**

The spreading of FR in pyramid cells in rats decreases during sleep [19]. Fast-rate firing pyramid cells reduce their FR during sleep, while slow-rate firing cells increase their FR. This is interpreted as a general reduction or increase of FR, based on the pyramid cells’ designation as fast- or slow-firing. Another interpretation based on this hypothesis is that wakefulness results in spreading of FR in individual pyramid cells from the original FRb:

\[ \text{FR}_w^2 = \text{FR}_r^2 + \text{FR}_a^2 \]

where

- \( \text{FR}_b^2 \) is the variance in FR in the entire population of pyramid cells after a period of wakefulness
- \( \text{FR}_w^2 \) is the variance in FR in the entire population of pyramid cells before a period of wakefulness
- \( \text{FR}_a^2 \) is the variance in the additional spreading in individual pyramid cells that takes place during the wakeful period.

This results in the observation of generally increased spreading of FR during wakefulness with a shifting of the distribution graph tails with fast-rate firing toward an even faster rate and slow-rate firing toward a slower rate. During sleep, the spreading decreases once again.

**Comparisons with some earlier hypotheses**

- The Null Hypothesis – sleep occurs because there is no other meaningful activity [68,70].
- During sleep, metabolic products are released from nerve cells [70].

Neither of these hypotheses or similar ones can explain the absolute need for reversible unconsciousness.

- Memory retention and consolidation have been observed to benefit from sleep, and this has been considered the best explanation for the need for sleep [71].

There are no fundamental or sufficiently strong reasons that consolidation would require unconsciousness, and that this process could not take place during consciousness. Therefore, memory consolidation should be understood as an epiphenomenon.
A hypothesis for the function of sleep, SHY, is particularly interesting because it is based on the need for stability in the brain, and builds on the mechanisms that resemble synaptic scaling and the requirement on the reversible unconsciousness offered by sleep [69,72,73]. The hypothesis is based on the notion that as a result of Hebbian plasticity and accumulated experiences, synaptic strength generally increases during consciousness. Maintaining stability would require downward regulation of synaptic strength with synaptic downscaling during sleep, which would lead to the normalization of synaptic strength at a lower level. This hypothesis has met with criticism [74,75]. Like the hypothesis presented here, SHY is based on the demand for stability in neuronal networks. The difference is that this hypothesis assumes that negative feedback in neuronal excitability takes place during consciousness, and that a subsequent calibration to genetically predetermined levels can both increase and decrease excitability in individual neurons. Calibration is also needed to counteract other changes in the nervous system.

Both hypotheses include slow oscillations as part of a possible mechanism for regulation, with downward adjustment of synaptic strength in SHY and up- or downscaling of neuronal excitability in this hypothesis. In connection with SHY, computer simulation has shown that under certain circumstances, downscaling can result in a bistable function with SWA-like up- and down-states, and that this could actively contribute to "renormalization" [41]. In this hypothesis, SWA is assigned as active role in the regulation of non-synaptic excitability.

The foundational principle of SHY – a general downscaling during sleep – is an activity that should be able to take place simultaneously with Hebbian plasticity, which operates during consciousness. It is difficult to find counterarguments to this cited reference [74]. If so, the need for downscaling during sleep would have been able to be eliminated with the help of evolution. Nevertheless, sleep is still around, and it clearly has another important function that cannot be sufficiently explained by SHY and downscaling. In addition, it has recently been demonstrated that sleep achieves both upward and downward regulation of FR, and thus excitability [19].

Conclusions

Hypothetically, a nervous system could also function without sleep and calibration, but at the cost of diminished and less reliable function and/or greater risk for uncontrolled feedback, i.e., epileptic discharges; however, evolution has clearly abandoned this alternative.

A basic dilemma for a complex central nervous system is that stability is counter to excitability and flexibility. Instability resulting from sleep deprivation creates a risk of uncontrolled feedback as in the case of epileptic seizures, but can also manifest itself as an unpredictable function. Positive feedback such as Hebbian plasticity contributes to instability. Negative feedback provides only a short-term solution to the stability problem, and can create other problems, for example in the case of unusual events.

The primary hypothesis – that the function of sleep is to enable calibration of individual neurons in a central nervous system – is founded on the circumstances that can be observed in a close examination of electroconvulsive therapy results; excitability in the cortex is higher than would be possible without fine, precision adjustment of excitability in individual neurons, and that sleep lacks a plausible explanation. The hypothesis finds more or less support in the previously published observation cited here:

The existence of a notable phenomenon such as SWA has not been clearly explained, but it could have a part to play in calibration. The risk of epileptic seizures and unforeseen reactions support the notion of increased instability resulting from sleep deprivation, but these effects are counteracted by sleep with calibration, which also stabilizes.

A longer period of wakefulness entails greater deviations from stable excitability, which results in the need for longer calibration times (sleep homeostasis). Neurons or networks that are seldom active but important cannot be stabilized with negative feedback, but calibration can solve this problem. Calibration can only take place offline, and this requires reversible unconsciousness with disconnection from muscular activity. Sleep architecture with cyclical processes can be consistent with an iterative process that extends stability in the neuron to synaptic strength. Rapid changes in neurons and the environment of young individuals threaten stability. In young individuals, calibration and sleep require more time. Under certain circumstances, calibration during sleep could offer results that (at least superficially) resemble memory consolidation. Calibration of excitability in individual neurons could explain how the spreading of FR during consciousness in rats is restored during sleep.

Sleep resets evolution’s genetic memory tracks that have developed of long periods of time, after the less permanent experiences gained during consciousness. During consciousness, flexibility with plasticity is the order of the day, modified by negative feedback in excitability. During sleep, stability is ensured with calibration of excitability.

Knowledge about the function of sleep is essential in human medicine. Sleep is an important factor in Alzheimer’s disease [76]. In Drosophila, β-amyloid (a peptide with a key role in the development of Alzheimer’s disease) gives a reduced sleep, which in turn leads to increased intrinsic excitability. In a vicious circle this then leads to increase in β-amyloid burden [22]. Even in conditions such as schizophrenia [77], depression [78,79], fibromyalgia [80], headache [81] and pain from rheumatoid arthritis [82], sleep is an important factor. The understanding of the brain cannot be complete without an understanding of the function of sleep.
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