Spectral peculiarity and criticality of a human connectome
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Abstract

We have performed the comparative spectral analysis of structural connectomes for various organisms using open-access data. Our results indicate new peculiar features of connectomes of higher organisms. We found that the spectral density of adjacency matrices of human connectome has maximal deviation from the one of randomized network, compared to other organisms. Considering the network evolution induced by the preference of 3-cycles formation, we discovered that for macaque and human connectomes the evolution with the conservation of local clusterization is crucial, while for primitive organisms the conservation of averaged clusterization is sufficient. Investigating for the first time the level spacing distribution of the spectrum of human connectome Laplacian matrix, we explicitly demonstrate that the spectral statistics corresponds to the critical regime, which is hybrid of Wigner-Dyson and Poisson distributions. This observation provides strong support for debated statement of the brain criticality.
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1. Introduction

Understanding basic mechanisms of brain functioning in terms of the structure of underlying anatomical and functional neural networks is a challenging interdisciplinary issue which worries researchers over the decades. A current state of comprehensive studies of structural and functional neural connectivity networks (connectomes) can be found in [3,4,1,2]. To summarize the mainstream directions of modern research, one can highlight two questions of primary interest: (i) Which properties of the connectome are of key importance for an effective brain functioning at the cogni-
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tive level and information processing? (ii) What are the operational mechanisms of the structural network evolution, allowing to arrive at a present pattern of the connectome organization?

These challenging questions spurred an avalanche of studies ranging from the investigation of the complete network of connections among the 302 neurons of the nematode Caenorhabditis elegans (C. elegans) [5] to the analysis of complex mammalian brain networks including the rat, cat, macaque and the human connectomes [3,7–9,6]. The initial analysis of the C. elegans data has led to a conjecture that from the topological point of view, the connectome is an example of a “small world” network with a high clusterization and “short path” structure [10]. Such a topological network lies between regular and completely random (Erdös-Rényi) topological graphs [11–13]. It was suggested that high clustering coefficient determines efficiency of inter-module brain processes, while small average path length provides an optimal embedding of large regions into a high-performance network, thus allowing to connect system processes on various scales. The small-world model fits well the properties of brain networks that combine high local connectivity with global information transmission. It links processing of neural information on local and global levels with peculiar properties of the brain network architecture.

Such a line of reasoning was developed in [14] where the connectome is identified with the scale-free network (see also [6]). Scale-free networks are characterized by a power-law vertex degree distribution, where the majority of nodes have few links, but a small number of hubs have a large number of connections, thus ensuring a high level of global network connectivity [15]. Both small-world and scale-free architectures are considered to be attractive candidates for efficient flow and integration of information in the network [16–18].

The hypothesis that brain networks exhibit scale-free topology became popular at the turn of the millennium, while nowadays there are many evidences that connectomes on various anatomical scales deviate from networks with the scale-free features. For example, it has been recognized that some properties of the connectome, such as, for example, the hierarchical structure, cannot be explained neither by the “small world” paradigm, nor in the frameworks of the scale-free concept. The emerging viewpoint is that the connectome realizes a new type of a network architecture.

To unravel specific organizational principles of the connectome, the comparative analysis of connectomes of different organisms [19] is of extreme importance. It provides hints for the identification of key structural properties of the neuronal network, crucial for the integrative functions across a variety of specific neuroanatomical organizations. Below we summarize major statistical and dynamic properties of connectomes of various organisms based of open-sources data analysis. Firstly, connectomes have typically a large modularity. Recall that the modularity measures the clusterization of the network and reflects its hierarchical structure [29–31]. The large modularity is confirmed in [32] by the high-resolution analysis of adjacency matrices of human connectomes for $N > 5 \times 10^4$ nodes. Secondly, structural connectomes have the “short path” property typical for the small-world networks. Thirdly, the signal spreading in connectomes demonstrates the synchronization [33–35].

Since any global brain function is a synergetic collective effect of many particular functions, it should be treated by appropriate methods capable to catch collective properties of underlying structural network. From this point of view, the comparative investigation of different connectomes undertaken in [20] via the analysis of their spectral properties, seems particularly promising (see also [22]). In our work we continue this line of reasoning and develop the comparative spectral approach.

Classical methods of the theory of complex networks are now widely used in neurobiology [3,4,1]. However, many commonly used characteristics, such as “betweenness centrality”, “efficiency”, and others reflect rather the properties of individual nodes of the network, than on the features of the network as a whole. In this work our attention is paid to the global properties of the connectome. For these purposes, the methods of spectral graph theory are well suited. The main objects of interest are the eigenvalues and eigenvectors of the matrices characterizing a graph, for example, adjacency and/or Laplace matrices. The spectrum of adjacency matrix (i.e. a set of eigenvalues) is an identifier of the network, its “fingerprint”. Knowing the whole set of eigenvalues and eigenvectors, it is possible to restore the original network (with relatively rare exceptions, known as “isospectral graphs”). In the process of spectral decomposition, matrix elements of the network mix in a complex way, creating a “global” portrait of the network. For example, in the case of a graph represented as a Laplace matrix, the eigenvalues have a clear physical meaning: they represent the eigenfrequencies at which the spring-made graph resonates.

Much information concerning the structural properties of the connectome is stored in the spectral properties of adjacency and Laplacian matrices. The spectral density (distribution of eigenvalues) of the normalized Laplacian matrix of the connectome of C. elegans consists of the triangle-shaped “continuum” zone accompanied by several
low-energy isolated eigenvalues [20]. Such a shape of the spectral density is different from the one of the random Erdos-Renyi random graph, which has the semicircular-shaped normalized Laplacian spectrum of the main zone. The low-lying eigenvalues and corresponding eigenfunctions of the Laplacian matrix of the network carry the information about the transport properties. In particular, recently it has been found (see [36]) that the second eigenvalue, $\lambda_2$, is responsible for the diffusion of the signal between two hemispheres. The third eigenvalue, $\lambda_3$, seems to measure the radial diffusion in the connectome from the inner to outer regions [36]. The largest eigenvalue of the connectome Laplacian matrix does not deviate much from the eigenvalue typical for a purely random network with the same averaged characteristics, which means that the connectome typically does not develop the bipartite structure.

In our work we use networks from open sources: the objects of interest are Caenorhabditis elegans, Ciona intestinalis, macaque and human structural connectomes. We demonstrate that various structural and spectral properties of connectomes of different organisms can be designed in an “artificial evolution” (rewiring) of the network under specific constraints starting from the “null state” which is a randomized version of an initial network.

In our work we tackle in details spectral properties of experimentally available adjacency and Laplacian matrices of structural networks. The simplest characteristics of the spectrum is the distribution of eigenvalues, known as the spectral density. However, more refined characteristics like the statistical correlators of the spectral densities, carry an additional information about the network properties. The investigation of the “level spacing distribution” (i.e. the distribution of distances between the neighboring eigenvalues) allows one to identify the eigenvalue (“level”) statistics using the standard methods of the spectral analysis. The “level spacing” distribution provides the information concerning the localization properties (the propagation of the excitation) in the connectome. To the best of our knowledge, the spectral statistics has not yet been discussed in the context of the structural connectome.

Our findings are as follows:

- The spectral density of adjacency matrices of human structural connectomes has the maximal deviation from the spectral density of the randomized (via the Maslov-Sneppen procedure) network compared to other organisms.
- The spectral density of adjacency matrices of structural connectomes for primitive organisms (C. elegans and C. intestinalis) can be reproduced by conserving the vertex degree in all nodes of randomly rewired network under the control of the averaged number of 3-cycles in the stochastically evolving network.
- The spectral density of adjacency matrices of structural connectomes of higher organisms (macaque and human) can be reproduced by random rewiring of network’s links if besides the conservation of the vertex degree, we demand also the conservation of the detailed local graph connectivity.
- The level spacing distribution for structural human connectomes corresponds to the critical regime, which is the hybrid of Wigner-Dyson and Poisson level statistics.

2. Results

2.1. Spectral analysis of structural connectomes

We have compared spectral densities (distribution of eigenvalues) of adjacency matrices of structural connectomes of various organisms with their randomized “null states” obtained via the Maslov-Sneppen procedure (see Methods). Our numeric analysis presented in Fig. 1 and Fig. 2 allows to conclude that the “null state” network with conserved vertex degrees in all nodes, reproduces with a good accuracy the spectrum of the experimental connectome adjacency matrix of C. elegans and C. intestinalis, but not of macaque and human.

The vertex degree conservation is a candidate for a “sufficient” minimal set of conservation laws which control the evolution of these organisms. Conserving (in addition to the vertex degrees) the mean number of triangles in the network (the “first level” triangle preserving algorithm, TPC), we improve the spectral coincidence between initial network and its randomized version for primitive organisms (C. elegans and C. intestinalis) – see Fig. 1.

The more refined procedure consisting of the conservation of the local clustering coefficient for all nodes of the network (the “second level” local clustering constraint, LCC) leads to a significant improvement of coincidence between initial spectral density and its randomized version for higher organisms (macaque and human) – see Fig. 2.

The quantitative characteristics of the difference between spectral densities is expressed in terms of the “earth mover’s distance” (EMD) [37,39] between the spectral density of the actual network and its randomized version, under the condition of vertex degree conservation in all graph nodes. In Table 1 we have compared the earth mover’s
Fig. 1. Spectral densities of adjacency matrices of animal connectomes along with the MS-randomized version (red), the TPC-randomized version (green) and the LCC-randomized version (blue). First panel – C. elegans, second panel – C. intestinalis. The definitions of abbreviations: MS = Maslov-Sneppen, TPC = triangle preserving constraint (“first level” evolutionary algorithm), LCC = local clustering constraint (“second level” evolutionary algorithm).

Fig. 2. Spectra of adjacency matrices of a human and macaque connectome along with its MS-randomized version (red), TPC-randomized version (green) and LCC-randomized version (blue) Human 1: data from Hagmann et al. [21]; Human 2: data from Open Connectome Project [25]; MS = Maslov-Sneppen, TPC = triangle preserving constraint (“first level” evolutionary algorithm), LCC = local clustering constraint (“second level” evolutionary algorithm).
distances for spectral distributions of connectomes of all organisms (C. elegans, C. intestinalis, macaque and human) from: (i) the Maslov-Sneppen random “null state” (second column), (ii) the network optimized by the triangle preserving constraint, (iii) the network optimized by the local clustering constraint.

The results presented in Table 1 demonstrate that the human connectome is much “farther” from the MS-randomized “null state” than the brain networks of other animals. One could speculate that such a difference is a consequence of the evolutionary selection in the neuronal network in nature (see Discussion for more details). First level triangle preserving clustering (TPC) essentially decreases EMD of C. elegans and Ciona, but not of macaque and human. The spectral distance of macaque and human connectomes from their TPC-randomized versions are still essential, indicating that preserving mean clustering is not sufficient to reproduce the network properties for higher organisms.

To test whether the stated results are not the artifacts of the network size (the two considered human connectomes have about 1000 and 6000 nodes respectively, while networks of other animals have less than 300 vertices), we have performed numerical simulations on smaller human brain networks. From the experimental data taken from the Open Connectome Project we took networks of various sizes (from 250 to 6000 nodes) and found that the difference in the spectral distance is insensitive to the network size. We have also carried out simulations with the data on human connectomes taken from other sources (the data available at UMCD database [26]) to exclude the possibility that our results are the artifacts of algorithms used in the data processing of OCP database. We found that the effect of increasing the spectral distance for humans with respect to other animals is supported, which we consider as an indirect confirmation of its generality.

### 2.2. Impact of local clustering on the network spectrum

The peculiarities of the network dynamics for higher organisms prompted us to suggest an existence of $N$ additional “conservation laws” consisting in preservation of local clustering for each network node. The local clustering has been used in the analysis of generic exponential graphs (see, for instance [28]), however in the context of the connectome, it has been applied for the C. elegans only in rather restricted context.

We have mentioned that the evolution of a connectome of higher organisms is apparently much more complex process compared to the evolution of primitive organisms. To try to restore back the spectrum of macaque or human network from its Maslov-Sneppen randomized “null state”, we need to impose much more constraints on available network rewiring. The imposed “second level” constraints preserving the local clustering permit to reduce for macaque and human the EMD between the actual network structure and its randomized version. Some properties of graphs with such a set of local constraints were discussed in [28].

Among the network’s characteristics affecting its spectrum, the number of triangles, $T_i$ involving a given node, $i$ ($i = 1, \ldots, N$), is of much importance. The impact of the local clustering coefficient associated with a given node $i$, is crucial. The coincidence of spectral densities between structural network of higher organisms and their MS-randomized version exposed to artificial evolutionary process, could not be achieved by preserving only the average clustering of the total number of triangles, $\langle T \rangle = \frac{1}{N} \sum_{i=1}^{N} T_i$. Instead, the full vector $\mathbf{T} = \{T_1, \ldots, T_N\}$ should be conserved. Conserving $N$ additional quantities, $\{T_1, \ldots, T_N\}$, (for all network nodes), one can significantly improve the coincidence of the spectra of a pattern and its MS-randomized networks for macaque and human structural connectomes in terms of the earth mover’s distance, as it is shown in Fig. 2. This result is stable for all connectome
samples under investigation and for networks of various sizes. Such a feature demonstrates the important role of local clustering in the structure of brain networks.

Similar set of conservation laws has been proposed for the analysis of real networks in [28]. For the connectome of the C. elegans it was argued that tuning the single parameter which controls the local connectivity, it is possible to fit well the spectral density. Our study provides further evidence of the importance of various conservation laws in the evolution of connectomes including human connectomes.

2.3. Criticality of the human connectome

Let \( A = \{a_{ij}\} \) be the adjacency matrix of an undirected network with matrix elements \( a_{ij} = a_{ji} \) taking binary values: \( a_{ij} = 1 \), if nodes \( i \) and \( j \neq i \) are connected, and \( a_{ij} = 0 \) otherwise. The absence of self-connections means that the diagonal elements vanish, i.e. \( a_{ii} = 0 \). At length of the current work, we have studied spectral properties of adjacency matrices of networks, however in many papers another characteristic, the Laplacian of the graph, is under the investigation. The Laplacian matrix, \( \mathcal{L} \), of a network is, by definition,

\[
\mathcal{L} = D - A
\]

where \( D \) is the degree matrix of the network, The elements of \( D \) are: \( d_{ij} = \deg(v_i) \) if \( i = j \) and \( d_{ij} = 0 \) otherwise, where \( \deg(v_i) \) is the degree of the vertex \( i \). All eigenvalues, \( \lambda_n \) (\( n = 1, \ldots, N \)) of the Laplacian \( \mathcal{L} \) are real. For regular graphs (i.e. for graphs with constant vertex degree) the spectra of \( A \) and \( \mathcal{L} \) are connected by a linear transform.

The spectrum of \( \mathcal{L} \) is positive with the minimal eigenvalue \( \lambda_1 = 0 \). From the graph theory it is known that the multiplicity of \( \lambda_1 \) equals to the number of disconnected components in the network. This fits with the identification of the number of separated discrete modes as of the number of clusters. Indeed, when some isolated eigenvalue hits zero, the cluster becomes disconnected from the rest of the network. The second eigenvalue, \( \lambda_2 \), carries the essential topological information, known as the “algebraic network connectivity”, which measures the minimal number of links to be cut to get disconnected parts of the network. The value of \( \lambda_2 \) plays an important role in network relaxational and transport properties, and defines the inverse diffusion time. Also, \( \lambda_2 \) plays a crucial role in determining synchronization of multiplex (multilayer) networks [40]. The corresponding eigenvector (the so-called “Fiedler vector”) sets the bijection between the network layers.

One of the most informative characteristics, which delivers the information about the localization properties of excitations on the network, is the so-called “level spacing” distribution, \( P(s) \), where \( s \) is the normalized distance between nearest-neighboring eigenvalues of the Laplacian matrix of the network. It is known from the theory of random matrices (see, for example, [41]) that if \( P(s) \) shares the Wigner-Dyson level statistics if the excitations are delocalized, while if \( P(s) \) is exponential if the Poisson-distributed excitations are localized and the system behaves as an insulator:

\[
P(s) \sim \begin{cases} 
se^{-s^2/\sigma^2} & \text{Wigner surmise (delocalized behavior)} \\
\ e^{-s/\delta} & \text{Poissonian statistics of events (localized behavior)}
\end{cases}
\]

(2)

where \( \sigma , \delta \) are some positive constants, and \( s = \frac{\lambda_k - \lambda_{k+1}}{\Delta} \) is the normalized (by the spectral interval \( \Delta \)) distance between nearest-neighboring eigenvalues.

However, there is the third critical regime for \( P(s) \) which occurs when some control parameter is tuned such that the system stays exactly at the point of the phase transition. In this case the function \( P(s) \) is the hybrid of Wigner-Dyson and Poisson statistics at all energies. At small values of \( s \) it shares the Wigner surmise, while the large-\( s \) tail follows the Poisson law [42]. Such a hybrid statistics serves as the spectral benchmark of the criticality in the system and is widely used in condensed matter physics.

We have used a standard procedure to construct the level spacing: selecting a certain spectral region, \( \Delta \), we computed a set of gaps between sequential eigenvalues and averaged them over \( \Delta \). Finally, we presented the distribution of gaps between adjacent eigenvalues (in relative units) in coordinates \( (x, y) \), which allows for straightforward identification of the spectral statistics by the slope of the curve: for \( x \)-axis we chose \( \log s \), while for \( y \)-axis we take the function \( L(s) \), defined as follows

\[
L(s) = \log \left( -\log \left( 1 - C(s) \right) \right); \quad C(s) = \int_{-\infty}^{s} P(s')ds'
\]

(3)
Fig. 3. Level spacings of the Laplacian spectra in (log s, L(s))-coordinates. Upper panel – continuous zone of spectrum, lower panel – discrete zone of spectrum: (a–b) Data from Hagmann et al. [21]; (c–d) Data from Open Connectome Project [25]; (e–f) Barabasi-Albert network. Slope = 1 (blue dashed curve) indicates the Poissonian statistics, slope = 2 (red dashed curve) indicates the Wigner-Dyson regime.

where \( C(s) \) is the cumulative distribution of \( s \). The main question is whether the level spacing distribution of human connectomes obeys the Wigner surmise, i.e. demonstrates the level repulsion typical for interacting chaotic systems, shares the Poisson statistics, which means that the eigenvalues are uncorrelated, or enjoys criticality? The results of our computations for Laplacian matrices of human connectomes are presented in Fig. 3.

The computational algorithm is as follows. As one can see from Fig. 2, the spectral density of adjacency matrix, \( A \), of a human connectome consists of a continuous (central) zone and a set of separated peaks (discrete zone, one separated eigenvalue per one cluster). In the Laplacian \( L \), defined in (1), one can also split the spectral density into continuous and discrete parts. In each such part we determine the intervals \( \Delta \), within which the level spacing belongs either to delocalized (Wigner-Dyson), or to localized (Poissonian) subparts. Two regimes in \( P(s) \) (both in continuous and discrete part of the spectrum) are connected by the crossover region which corresponds to the transition from Wigner to Poissonian statistics. The level spacing of two human connectomes are shown in Fig. 3(a, c) for the continuous part of the spectrum, and in Fig. 3(b, d) for the discrete one. In Fig. 3(e) we have plotted for comparison the level spacing of Barabasi-Albert network Laplacian in the discrete part of the spectrum. No crossover is seen and all eigenvalues are localized. We have analyzed the human connectomes only due to lack of statistics for other organisms.

The level spacings of the Laplacian matrices of two analyzed human connectomes demonstrate “hybrid” behavior with a clear-cut crossover from Wigner-Dyson to Poisson statistics in each part of the spectrum as a function of \( s \). Such a behavior matches the universal form of \( P(s) \) discovered in the 3D Anderson localization for systems at criticality – see [42]. The conjecture about the human connectome criticality is a highly debated issue (see [43,44] for contemporary discussions). Certainly, the criticality conjecture is very attractive since in this regime one has naturally the long-wave excitations and effective collective processing of the information. Our result provides a strong support for the criticality of the structural human connectome from the standard spectral analysis viewpoint widely used in condensed matter physics.

3. Discussion

3.1. Main conclusions

The experimental analysis of brain networks is rather complicated issue due to the lack of available experimental data. The human brain is made up of \( 8.6 \times 10^{10} \) neurons [23], and current imaging techniques do not allow resolving
complete microscopic connectivity. Only neuronal connectomes of comparatively primitive organisms, such as C. intestinalis and a C. elegans nematode, are yet available. The nematode connectome reconstruction had started in 1974 and lasted 12 years, despite it contains only about 300 neurons and several thousands of synaptic connections [24]. In a huge number of works the brain networks are studied at large and middle scales. That introduces additional difficulties in the process of comparing brain networks of different organisms.

The idea of randomizing a network with preserving degrees of nodes (the Maslov-Sneppen algorithm) is not new, however in the literature it has been used typically out of the context of the spectral graph theory, being applied mainly to the determination of the average path length in the network, the global clustering coefficient, etc. In our work, following the ideas developed in [27], we use the Maslov-Sneppen randomization in combination with the spectral analysis. This allows us to uncover some hidden structural properties of network samples and analyze the stability of the spectrum with respect to the network topological rearrangement. We have proposed the procedure to identify differences in the architecture of the connectomes of the organisms which stay on different steps of the evolutionary staircase.

The results of our study clearly demonstrate that some fundamental properties of the connectome cannot be explained by the behavior of typical network characteristics, such as the vertex degree distribution, the averaging clustering coefficient and the distribution of clustering among network nodes. This is especially true for human connectomes, for which we have shown that the “earth mover’s distance” (EMD) between the structural network pattern (represented by the adjacency matrix) and its randomized “null state” network, is essentially larger than respective EMDS for other animals. Such an interpretation raises a natural question about the significance of differences in the spectra of macaque and human connectomes, which evolutionary are much closer to each other than the human to the nematode. As one sees from Table 1, the connectomes of macaque and human are both poorly restored by the “first level” TPC algorithm, while reasonably well – by the “second level” LCC one. To the contrary, the connectomes of C. elegans and C. intestinalis are reconstructed sufficiently well already by the first-level TPC algorithm.

We have performed crosscheck of our results on various sets of data to avoid the artifacts of specific algorithms of neurobiological data available from open sources. For this purpose we have used different human connectome data sets obtained by various experimental methods. Also, the sizes of considered networks varied from several hundred to several thousand nodes. However, for macaque such precautions are not yet possible, since the CoCoMac project data [8] is the only one complete source of information for the brain connectivity of macaque connectome.

The distribution of triangles for each vertex of the network seems to be a simplest invariant preserving the shape of the network spectrum. Keeping only the average clustering coefficient (TPC), we are unable to restore the spectrum of the network from its randomized version. For better reconstruction of the network topology it is not sufficient to know how many triangular motifs the network has in average (TPC), but it is crucial how these triangles are distributed among the nodes (LCC). The vectors of triangular motifs, $\mathbf{T}$, in the real network pattern and in its randomized versions are not identical. Apparently, knowing $\mathbf{T}$ is crucial for reconstruction a modular brain architecture with several coupled hierarchical levels. The importance of local clustering has been repeatedly highlighted in the analysis of brain networks [19,45]. It is suggested that the combination of the high local connectivity and the “small world” property on large scales is responsible for many features of a brain functioning [46]. Perhaps, the local clustering should be considered as a crucial achievement of evolutionary selection, which essentially distinguishes the connectome from its randomized version.

We have provided an analysis of the eigenvalue correlations in spectra of Laplacian matrices of structural connectomes. We found that the level statistics is critical. This finding supports the widely discussed controversial issue of the brain criticality, formulated long time ago [47]. There are many arguments in favor and against this hypothesis and our spectral analysis yields one additional support of criticality based on a pure statistical analysis.

In our study we worked with the undirected structural networks which certainly restricts the reliability of our findings. However, even for non-oriented structural connectome the spectral analysis provides the new important insights. Recent studies [48] of oriented structural connectome show that new interesting features emerge which definitely deserve elaborations of a new reliable mathematical models and clear physical explanations.

The issue of uniqueness of the human brain in its cognitive abilities and conscious information processing has been widely addressed at various levels of analysis, including evolutionary expansion of selective regions of the cerebral cortex, emergence of specific properties in the human neocortical neurons, novel kinds of cellular interactions, new molecular pathways, specificity of gene expression in neuronal and glial cortical cells [49–54]. Our work contributes to another dimension of this analysis by pointing at the peculiarity of the human connectome global organization. The
spectral characteristics of human connectome support an expanded range of criticality known to maximize information transmission, sensitivity to external stimuli and coordinated global behavior typical of conscious states [55–59].

3.2. Directions for further research

The challenging question deals with understanding interaction and synchronization of various functional sub-networks in the connectome. The first step on this way consists in the consideration of a two-layer network where there is a competition between strength of open in-layer 3-motifs and cross-layer pairwise interactions. In [60] it has been found that within such a model one can see the phase transition between the phases with dominance of in-layer– or cross-layer–connections. Depending on the parameters of the model, these two phases can be separated either by the sharp boundary, or can be transformed one into another smoothly. One can think about the applicability of a two-layer network for the description of functional interactions between the hemispheres. As pointed in [36], the presence of open 3-motifs in each hemisphere is crucial for the effective informational flow inside the hemisphere, while the links between hemispheres are evidently important for the entire brain functioning. The existence of the phase transition in the abstract two-layer dynamic network considered in [60], allows one to suggest that in functional brain networks the competition between in-layer and cross-layer interactions occurs either as a sharp 1st order phase transition which might be associated with the brain disease, or as a smooth crossover.

A bunch of questions concerns the observed criticality of the connectome, many of them have been already posed in the literature. The most immediate question deals with the role of the long-wave excitations intrinsic for the critical regime in the brain functioning. To make the problem more tractable, one can apply the full machinery of the critical regime analysis borrowed from the condensed matter physics. For example, the fractal dimension and the spectral dimension can be evaluated. Most of the results concerning the criticality deal with the avalanches in the neuron spiking phenomena (incomplete list of the references includes [61–70]). Our results imply that the structural connectome organization supports the critical behavior of neural excitations.

The abstract two-layer network evolving via Maslov–Sneppen rewiring algorithm, with in-layer and cross-layer interactions, demonstrate also a kind of synchronization behavior. Increasing the energy of in-layer motifs in one layer only, we can force the clustering in both layers simultaneously. Such a synchronization is the consequence of joint conservation laws in the full rewired network. It is worth noting that the multi-layer networks can demonstrate a bunch of new critical phenomena [71,72], such as collective phase transitions (see [73] for the review) which are absent in single-layer networks.

Understanding the interplay between the spectral properties of the structural connectome and the informational capacity of the brain is crucial for the consciousness problem [74]. The discussions on this topic deals with the concept of the “integrated information” proposed in [75]. Though its initial formulations were of very limited practical applicability, the last refinements of this theory [76] use the standard tools of the spectral analysis of random networks, which makes the evaluation of the integrated information more tractable. Besides, it seems highly desirable to interpret the aspects of consciousness using the standard notions of statistical and quantum physics, such as the entanglement entropy, entanglement negativity and complexity – see [77] for the review. It is highly likely that the free energy extremization discussed in [78] could be of use for the description of the brain organization.

Since the clustered networks allow the natural embedding into the hyperbolic geometry [79], it might be possible to use modern holographic approach for the evaluation of the entanglement entropy [80] and the complexity [81, 82] via the geometry of the hyperbolic space. Some of these ideas have been already implemented in [83,84] in terms of random networks of special architecture. We believe that the progress in the field of brain studies lies at the edge of spectral theory, statistical mechanics of complex entangled systems and holography. Some initial discussion concerning the possible interplay between the criticality of the connectome and the holographic approach can be found in [85].

4. Methods

4.1. Randomization algorithms and spectral density of constrained Erdős-Rényi network

The evolution of the network is carried out using the Metropolis algorithm, which can be described as follows: taking the “null network state” as the input, the algorithm attempts to make random rewiring in the network. If these
changes occur in a “right direction”, i.e. reduce the distance between the current and the desired state of the network in a pre-selected metric, they are accepted with probability one. If, to the contrary, the elementary rewiring pushes the network away from the desired state (for example, reduces the number of triangular motives, though the purpose of the evolution is to increase them), it is accepted with some probability, exponentially decreasing with the size of “wrong” deviation. The chemical potential, $\mu$, is a parameter, governing the probability of the “wrong” step in the network evolution. The chemical potential approves its name by the function it performs: bringing analogy from physics, $\mu$ controls the amplitude of “thermal fluctuations” in the algorithm known as “simulated annealing”: in the absence of thermal fluctuations, the network accepts only “positive changes” in its evolution along the landscape and might be easily trapped in a local energy minima. The possibility of “backward moves” allows the system to escape from local traps, thus helping the network to reach the true ground state.

One can easily understand the sense of an evolutionary algorithm on example of rewiring of the constrained Erdős-Rényi network (CERN) of $N$ nodes. CERN evolves under the condition that the vertex degree in each node is conserved. The spectral properties of CERNs were thoroughly investigated in [27]. The “driving force” of the network’s evolution is the attempt to increase the number of closed 3-motifs (closed triad of links).

The condition of the vertex degree conservation in each node changes drastically the final state of the evolving structural network. The constraints provide $N$ conservation laws for the stochastic rewiring making the corresponding dynamic system quite special. In particular, it was found in [27] that the evolving CERN undergoes the phase transition and gets defragmented into a set of $K$ dense communities when the chemical potential, $\mu$, of closed 3-motifs exceeds some critical value, $\mu_{cr}$. The number of communities, $K$, depends on the density of the network at the preparation conditions and can be approximately estimated as $[1/p]$, where $[\ldots]$ designates the integer part of $1/p$ and $p$ is a probability to connect any two randomly chosen vertices of the Erdős-Rényi network. The phase diagram of the random CERN enriched by closed 3-motifs (controlled by the chemical potential $\mu$) is shown in Fig. 4. To make the figure more informative, we show network samples at three different densities of closed 3-motifs. The effective way of constructing the phase diagram is discussed below.

We have mentioned already that in constrained Erdős-Rényi networks with stochastic rewiring, the clustering occurs when the evolving network tends to increase the number of closed 3-motifs (triangles), $n_\Delta$. The concentration of triangles is fixed by the chemical potential, $\mu$. Imposing the condition of the vertex degree conservation in course of network rewiring, together with the condition of maximization the number of closed 3-motifs, one forces the network to clusterize respecting the conservation laws. The detailed analysis of phase transitions in CERN has been carried out in [27] where it was found that the condition of maximization of number of closed triads forces the random network with the conserved vertex degree to form a multi-clique ground state (see Fig. 4). At $\mu = \mu_c$ the network experiences the first order phase transition and splits in the collection of weakly connected clusters.

The structure of clusters (cliques) was carefully studied in [27] via the spectral analysis of the matrix $A$ of the network. It has been shown that at $\mu < \mu_c$, the spectral density has the shape typical for Erdős-Rényi graphs with moderate connection probability, $p = O(1) < 1$, being the Wigner semicircle with a single isolated eigenvalue apart. At $\mu_c$ the eigenvalues decouple from the main core and a collection of isolated eigenvalues forms the second (non-perturbative) zone as it is shown in Fig. 5a. The number of isolated eigenvalues coincides with the number of clusters formed above $\mu_c$. Averaging over ensemble of graphs patterns smears the distribution of isolated eigenvalues in the
second zone. Above $\mu_c$, the support of the spectral density in the first (central) zone shrinks and the second zone becomes dense and connected. The modes in the second zone are all localized, while the ones in the central zone remain delocalized. The evolution of the spectral density of the entire network is depicted in Fig. 5b. The numerical results on spectral density evolution are obtained for the ensembles of 50 Erdős-Rényi graphs of 256 vertices each and the bond formation probability $p = 0.08$.

Two important properties of the spectral density of adjacency matrices of constrained Erdős-Rényi networks have to be mentioned:

- The spectral densities of each cluster (clique) and of the whole network are very different [27]. The spectrum of a clique is discrete, while the spectrum of the whole network has a two-zonal structure with the continuous triangle-shape form of the first (central) zone. We have interpreted this effect as the collectivization (or synchronization) between the modes in different clusters.
- There is a memory of the spectrum in the central zone on the initial state (on the preparation conditions), which is the signature of the non-ergodic nature of the system and of the presence of some hidden conservation laws [86].

4.2. Motif-driven network evolution

The numerical procedure which manipulates by the experimental data on structural connectomes taken from open sources is described below. We are aimed to reveal the principle “conservation laws” which govern the structural transformation of the connectome during the biological evolution.

There is a common belief supported by many numerical simulations that the spectral density of a graph adjacency matrix is a “fingerprint” of a corresponding network in generic situation. Besides, there are known examples of “isospectral” graphs which have different adjacency matrices, however their spectra coincide. Such situations are rather exceptional and practically do not occur in randomly generated patterns (their Kolmogorov complexity is very high). In our study we consider the spectral density as a graph invariant which sets a “metric” for graphs: if spectral densities of two graphs are similar, we say that the adjacency matrices are similar; as less two spectral densities resemble each other, as more unlike are the graphs. For the quantitative comparison of spectral densities we use the “transport” (or “earth mover’s”) metric – see [37] for precise definition. Thus, rewiring the network, we catch the evolution of the corresponding spectral density.

Setting of numerical simulations is as follows. We take structural connectomes (the state $S$) of C. elegans, C. intestinalis, macaque and human, defined by adjacency matrices of corresponding networks, and destroy the network
patterns by random rewiring of links under the condition of the vertex degree conservation at each graph node, thus getting the state \( S_{\text{rand}} \) (the “null state”). To obtain the null-state networks, we used the Maslov-Sneppen randomization (MS) algorithm [38] – see Fig. 6(a-b). The rewiring procedure retains the size of the network and its density, and also strictly preserves the degree of all nodes. Degree distribution was shown to be of key importance for the network’s structure, that is why we consider MS-randomized networks as “null-state” patterns. Despite the vertex degree distribution of randomized \( (S_{\text{rand}}) \)- and initial \( (S) \)-networks is the same, their topological, motif, spectral and other properties can be essentially different.

Now, starting from the state \( S_{\text{rand}} \), we are trying to recover back the \( S \)-state by the random rewiring of links (again with the vertex degree conservation), however now – under the influence of a “driving force” via the Metropolis algorithm towards a state with a given density of closed 3-motifs. The closeness of two network states, the initial and the one, restored from the randomized one, is measured by the earth mover’s distance between their spectra.

The standard Maslov-Sneppen Metropolis algorithm described above is transparent and straightforward in implementation. However, performing evolution of MS-randomized network to a highly clustered state, requires a lot of computational resources: it takes much more time to pull the network evolution towards a state with a given density of closed 3-motifs, than to push it to the “null state”. To reduce the computational time, we have implemented another procedure which leads to the same result. Instead of starting from a completely randomized network state with a preserved degree distribution, we constructed a maximally clustered network (MCN) (again respecting the vertex degree conservation). The MCN is a graph that has maximal (or nearly maximal) number of closed 3-motives available for a given degree distribution.

Taking maximally clustered network as a “null state” and running the Maslov-Sneppen Metropolis procedure controlled by the density of closed 3-motifs, we bring the network to desired clustering level. Such a technical trick allows to perform computations for highly clustered graphs very efficiently. Figuratively, one can say that assembling the network with specified density of closed 3-motifs from the randomized state is like a “rising to the mountain”, while reconstructing the network from maximally clustered state is like a “descending from the mountain”, which is less energy consuming. Schematically we have depicted these two algorithms in Fig. 6(c-d).

So, we have two types of “null-state” networks: the MS-randomized network and MCN. Selection between them depends on the choice between the clustering evolution in “up” or “down” directions. In our work we use two types of additional constraints imposed on the null-state network evolution:

- The “first level” triangle-preserving constraint (TPC) is the condition of maximizing the number of closed 3-motifs in the evolving graph until its clustering reaches the level of the initial (pattern) network. Using this procedure, we calculate the total number of triangles in the network, while we do not pay attention how these
triangles are distributed over the network nodes. In general, such an “averaged clustering preserving procedure” allows to get a network state which is closer to the original one than the simple MS-randomized network.

- The “second level” local clustering constraint (LCC) preserves local clustering in each node of the network. The rewired network preserves (besides to vertex degree conservation) the number of closed 3-motifs in each node. The implementation of the LCC algorithm is thoroughly described below.

4.3. Network randomization with additional conservation laws

More refined algorithms of network’s rewiring are requested to conserve simultaneously several characteristics of the original graph. We are guided by an attempt to propose the “minimal” model which, on one hand, could capture the key properties of the structural connectome and could distinguish humans from other organisms, and on the other hand, is as simple as possible. We put forward the conjecture that such additional feature that should be conserved during the network randomization together with the vertex degree conservation, is the number of triangles in which each node participates.

We randomize the network, conserving in all nodes: i) the vertex degree; ii) the clustering coefficient. We propose our own way to solve this problem numerically using the modification of the Metropolis algorithm. Having the network adjacency matrix, \( A = [a_{ij}] \), of a graph \((i, j) = 1, \ldots, N\), consider two auxiliary diagonal matrices, \( D_* \) and \( D_\Delta \), defined as follows

\[
\begin{align*}
D_* &= \{d_1, d_2, \ldots, d_N\} : \quad d_i = \sum_{j=1}^{N} a_{ij} \\
D_\Delta &= \{\tilde{d}_1, \tilde{d}_2, \ldots, \tilde{d}_N\} : \quad \tilde{d}_i = \sum_{j \neq k}^{N} a_{ij} a_{jk} a_{kl}
\end{align*}
\]

The elements of the matrix \( D_* \) are the degrees of nodes, while the elements of the matrix \( D_\Delta \) are the numbers of triangles into which a specific node is involved. Our algorithm resembles the simulation of some physical process that occurs when a substance crystallizes. It is assumed that the “crystal lattice” has already been formed, however the transitions of “individual atoms” from site to site are still permissible.

It is assumed that the destination state of the network is the configuration in which clustering of all nodes is the same as in the “pattern state” (there are many such destination networks). Our algorithm takes the “null state” randomized network in which the information about the clusterization in the initial pattern is “washed out”. Then we rewire the network, conserving all the degrees of nodes. After each rewiring, we compute the discrepancy \( F \) between the resulting modified network and the preselected pattern network

\[
F = \sum_{i=1}^{N} |C_i - C_{i0}|
\]

where \( N \) is the number of nodes, \( C_i \) is the clustering coefficient of the node \( i \) in the evolving network, while \( C_{i0} \) is the clustering coefficient in the pattern network which the evolving network tends to reach. Another definition of the discrepancy which sets the metric in the space of the “networks similarity”, \( T \), is as follows

\[
T = \sum_{i=1}^{N} |T_i - T_{i0}|
\]

This definition is equivalent to (5), except that the clustering coefficient is replaced by \( T_i \), where \( T_i \) is the absolute number of triangles involving the vertex \( i \).

The Metropolis-like algorithm which minimizes both cost functions, \( F \) and \( T \), is set as follows. First, we chose the metrics (5) or (6). If the local random perturbation (rewiring) of the network is such that the system tends to the desired destination state (i.e. \( F \) or \( T \) decrease), this random step is accepted with the probability 1. Otherwise, if \( F \) or \( T \) are increased by \( \Delta \geq 0 \) in the selected metric, the corresponding step is accepted with the probability \( e^{-\mu \Delta} \), where \( \mu > 0 \) is the chemical potential of Metropolis procedure. After reaching the local energy minimum (which is calculated on the basis of the best time/distance ratio), the algorithm updates the metric and repeats the procedure. Such an algorithm known as the “simulated annealing”, allows to reach the ground state of the system without getting trapped at local minima in the very complex energy landscape.
Computing the discrepancy between the evolving network ad its final destination via the clustering coefficients, $F$, we “equalize” nodes with different vertex degrees. Namely, for all nodes the clustering coefficient lies between 0 and 1. Thus, nodes with low degrees, “pull” the triangles from hubs during the network evolution as they are widely spread. On the other hand, the rewiring procedure via $T$-metric satisfies the interests of large nodes to the detriment of small ones. We have developed the optimization procedure in which both metrics $F$ and $T$ are simultaneously used. The algorithm sequentially switches between these metrics and adjusts the network for both $F$, respecting the interests of loosely connected nodes, and $T$, which works well for hubs. Schematically the implementation of the algorithm is depicted in Fig. 7 on the example of sphere packing. Vertical compression (associated with the minimization of $F$) of the random 2D pile of spheres leads to a desired increase of the density, however might be accompanied by the increase of a horizontal size (associated with $T$). To squeeze the pile more, we shake the pile randomly and compress it in the horizontal direction, then we switch back to the vertical compression, etc., until the densest packing state is reached.

Arriving at the stationary state, when $F$ and $T$ cannot be decreased anymore during reasonable time, we compare the adjacency matrices of the destination network with the preselected pattern by comparing the corresponding spectra of two matrices. The distance between spectra (which, by virtue of the above comments about the uniqueness of the spectrum, is understood as a quantitatively expressed degree of the “dissimilarity” of the two networks) is measured in terms of the “earth mover’s distance” metric (or Wasserstein’s metric).

### 4.4. Spectral distance

All plotted network spectra were constructed by simple convolution of the set of eigenvalues with a Gaussian distribution and further normalization to make the area under the curve equal to 1. To have the quantitative characteristics of the difference between spectral densities, we have computed the earth mover’s distance (EMD), $E$, between spectral densities.

The EMD is a metric based on the minimum cost of transforming one histogram into another. Representing two distributions (two spectral densities) as two heaps of earth that need to be superposed by transferring small pieces of earth, EMD determines the least amount of work required to accomplish this task. The calculation of EMD is based on solving the transport linear programming problem, for which effective algorithms are known. In our work we were using an open-source Python package designed for fast EMD computation [39,37].

### 4.5. Data availability

Data on the macaque connectome is limited to the only one network obtained in the Cocomac project [8]. Data on C. elegans and macaque connectomes have been taken from the Open Connectome Project [25] database. Data on human structural connectomes were extracted both from Open Connectome Project and Human connectome project databases [26]. We have also performed our analysis for brain network of a cat [7] containing 64 nodes, however, it was too small to obtain statistically significant results and thus was excluded from the final comparison. All the software required for network analysis performed was created on Python and are available at our github repository.
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