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Gorban et al. [7] correlate multidimensional data spaces with high-dimensional nervous activities. This task requires huge computational power: indeed, the extraction of maximum value from the massive amount of gathered datasets entails newly-developed approaches for combining data-driven methods, physical modeling and algorithms capable of learning with limited, weak, or biased labels (Mars et al. [9]; Bergen et al. [3]).

On the other hand, when novel features are added in data mining, multiple measurements are combined and increases in data set dimensionality are achieved, the performance of the available classifiers tends to degrade (Barbour [1]). This excruciating issue is termed “the curse of dimensionality”. When dimensions increase, the classifier’s performance augments until the optimal number of features is reached. However, further increases in dimensionality result in performance decrease (Fig. 1A). In plain terms, the more the dimensions, the less the information available. This is a painstaking problem, if we want to think of the brain in terms of a multidimensional machine, as suggested by a growing amount of recent studies (see, for example, Bellmund et al. [2]; for a review, see Tozzi [16]).

The problem of the curse of dimensionality can be formulated in terms of geometry and topology too (Kůrková [8]). A n-sphere is a n-dimensional structure with positive (convex) curvature embedded in a n + 1 Euclidean space, called a n + 1-ball (Matousek [10]). For example, a circumference (1-dimensional sphere) surrounds a cd-rom (2-dimensional ball), while a thin plastic surface (2-dimensional sphere) surrounds a beach ball (3-dimensional ball). A 3-sphere (also called glome, or hypersphere) is a 3-dimensional elliptic surface, embedded in a 4-dimensional ball. What counts here is that the more the n-dimensions of the sphere, the less its volume, so that the hyperspheres’ volumes tend to zero as their dimensionality tends to infinity (Fig. 1B). Indeed, in higher dimensions, the ball volume has a tendency to be concentrated near the equator (Fig. 1C). The volume of an n-sphere in terms of the volume of an (n − 2)-ball of the same radius is:
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Using two-dimension recursion formulas, it is easy to notice that the volume of an $n$-sphere of radius $R$ approaches zero as $n$ tends to infinity (Wang [17]). At each iteration, the new factor being multiplied into the volume is proportional to $1/n$, while the constant of proportionality $2\pi R^2/n$ is independent of $n$.

This counter-intuitive observation explains why the available information encompassed in a spherical volume decreases with increases in sphere’s dimensions: as $n$-dimensionality augments, a larger percentage of the data tend to reside outside the equatorial feature space, which is the sole volume available for our observation. While the data encompassed in a few dimensions are packed and therefore easily detectable, the addition of further dimensions leads to “stretch” such data across that dimension, leaving them further apart. This causes the occurrence of extremely sparse information in higher dimensions, so that distance measures start losing their effectiveness to detect dissimilarity and become meaningless.

How to avoid the curse of dimensionality, when assessing multidimensional neural phase spaces? Apart from the canonical techniques used to achieve the “blessing of dimensionality” (Pereda et al. [11]), another, novel approach is available: the Borsuk-Ulam theorem (BUT), which has been widely used in physics, biology and neuroscience (for a review, see: Tozzi et al. [15]). The theorem states that (Borsuk [4]):

**Every continuous map must identify a pair of antipodal points (on $S^n$).**

In other words, if a sphere $S^n$ is mapped continuously into a $n$-dimensional Euclidean space $R^n$, there is at least one pair of antipodal points on $S^n$ mapping onto the same point of $R^n$. A pair of points are antipodal on a sphere, provided they are diometrically opposite each other. The poles of a sphere is an example. In the hands of K. Borsuk, BUT provides a building block in shape theory (Borsuk and Dydak [5]). In the recent years, the BUT’s ingredients (antipodal points, $n$ exponent and projections from lower to higher dimensions) have been modified to achieve a wide range of BUT variants. For an introduction, see Peters [12] and for a survey, see Tozzi et al. [15]. In these novel versions, the “points” are replaced by “regions”, which stand for either mathematical, physical or biological features (Peters [12]). The term “matching description” means that the sets of regions display common feature values or symmetries. A symmetry break occurs when the symmetry is detectable at one level of observation, but is “hidden” at another level (Roldán et al. [13]). Because BUT tells us that we can find, on an $n$-dimensional sphere, a pair of opposite points that have the same encoding on an $n-1$ sphere, this means that symmetries can be found when evaluating the system in higher dimensions, while they disappear (are hidden or broken) when we assess the same system in one dimension lower.

A BUT variant, termed energy-BUT, is particularly useful in our context (Tozzi and Peters [14]). A physical link does exist between the abstract concept of BUT and the energetic features of a system of two spheres $S^n$ and $S^{n-1}$. We start from a manifold $S^n$ equipped with a pair of antipodal features, standing for a symmetry. When these opposite features map to a $n$-Euclidean manifold (where $S^{n-1}$ lies), a symmetry break/dimensionality reduction occurs, and a single feature is achieved. This means that the single mapping function on $S^{n-1}$ displays energy parameters lower than the two corresponding antipodal functions on $S^n$ (Fig. 1D). Therefore, decreases in dimensions give rise to energy decreases. In such a way, BUT yields physical quantities, because a system is achieved in which energetic changes occur among different dimensional levels. Energy-BUT concerns not just energy, but also information, providing a way to evaluate decreases in information in topological, other than thermodynamic, terms. Indeed, two antipodal features encompass more information than their single projection in a lower dimension.

Since the existence of one pair of mappings between different dimensions implies an overall change in thermodynamic and informational parameters, BUT is allowed to solve the curse of dimensionality. When a $S^n$ sphere increases in dimensions, a single feature (say, a bit of information in $S^2$) becomes two features with matching description (say, two bits in $S^3$) (Fig. 1D). It is easy to see that the BUT-framed information amplifications occurring in high dimensions are concentrated near the equator, i.e., where the hypersphere’s volume available for data assessment is located. Despite the expansion of dimensions shrinks the spherical volume leading to loss of information, the above-described BUT mechanism compensates and restores this failure, leading to an increase in information in higher-dimensional spheres.
Fig. 1. How to solve the curse of dimensionality through the algebraic topological weapon of BUT. **Figure A:** an increase in number of measurements impairs classifier performance. **Figure B:** when assessing positive-curvature manifolds (spheres), an increase in dimensions leads to a decrease in volume. **Figure C:** Counterintuitively, the volume of high-dimensional balls is concentrated near their borders, in particular near their equator (red arrow). **Figure D:** in BUT terms, the manifold $S^2$ displays a single feature conformation (black oval containing a curved arrow), which becomes two features with matching description when mapped to a manifold $S^3$. In this case, the two antipodal features stand for two symmetric functions equipped with the same information content. In sum, a dimensional increase is correlated with an increase in available information, despite the spherical volume is decreased. **Figures A, B:** Modified from: [http://www.visiondummy.com/2014/04/curse-dimensionality-affect-classification/](http://www.visiondummy.com/2014/04/curse-dimensionality-affect-classification/); **Figure C:** modified from Gorban and Tyukin [6]; **Figure D:** modified from Tozzi et al. [15].
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